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ABSTRACT 

We present a machine-learned model that can automatically 
detect when a student using an intelligent tutoring system is 
off-task, i.e., engaged in behavior which does not involve 
the system or a learning task. This model was developed 
using only log files of system usage (i.e. no screen capture 
or audio/video data). We show that this model can both 
accurately identify each student’s prevalence of off-task 
behavior and can distinguish off-task behavior from when 
the student is talking to the teacher or another student about 
the subject matter. We use this model in combination with 
motivational and attitudinal instruments, developing a 
profile of the attitudes and motivations associated with off-
task behavior, and compare this profile to the attitudes and 
motivations associated with other behaviors in intelligent 
tutoring systems. We discuss how the model of off-task 
behavior can be used within interactive learning 
environments which respond to when students are off-task. 
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INTRODUCTION 

In recent years, there has been considerable attention to 
modeling and understanding the behavior of students as 
they use interactive learning environments [cf. 1,3,8,9]. 
However, the vast majority of this past work has focused 
specifically on how students choose to act within the 
software. A student’s behavior outside of a system may also 
affect how well the student learns from the software. 

One such type of behavior that may affect students’ 
learning is off-task behavior, where a student completely 
disengages from the learning environment and task to 
engage in an unrelated behavior. Examples of off-task 
behavior include talking to other students about unrelated 
subjects [7], disrupting other students [31], and surfing the 
web [7].  

It has been hypothesized that off-task behavior is associated 
with poorer learning [12], but this hypothesis has only been 
studied to a limited degree within learning environments. In 
one study, Baker and his colleagues [7] reported that off-
task behavior was not significantly correlated to lower 
learning within Cognitive Tutor software [cf. 2]. However, 
a later meta-analysis by the same research group [6] found a 
statistically significant negative correlation between off-
task behavior and learning.  Hence, it may be possible to 
make Cognitive Tutors – and other types of interactive 
learning environments – more educationally effective, by 
detecting and responding to off-task behavior.  

It is worth noting that off-task behavior occurs in many 
types of interactive systems beyond just educational 
software. Many technology-supported tasks, from 
conducting surveillance with video [cf. 14] to driving a car, 
depend on a continually engaged user. Such systems might 
also be more effective if they could detect when their user 
is not paying attention to the task at hand. 

Detecting whether a student is off-task, in a classroom 
setting, is likely to be a challenging task. In a highly 
instrumented setting, with microphones, gaze trackers, or 
fMRI machines, it might be relatively easy to determine 
whether a student is off-task. However, such equipment is 
not available to most schools; for a system to be widely 
useful, it must detect off-task behavior using data only from 
students’ actions within the software. It has been found that 
recognizing a user’s intentions solely from his or her 
actions within a system can be quite challenging [29]; 
however, off-task behavior detection need not be perfect in 
order to be useful. In existing learning environment-based 
school curricula, the responsibility lies entirely with the 
teacher to detect and respond to when students are off-task. 
Teachers cannot observe and interact with every student at 
the same time. By contrast, an off-task behavior detector 
built into the learning environment can observe every 
student at every moment. So long as the software’s 
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response takes into account the possibility of errors, 
sensitive adaptations to each student’s degree of off-task 
behavior become possible, with the potential of 
substantially improving students’ learning experiences and 
outcomes.  

In addition, recent work to detect and improve students’ 
motivation and affect [e.g. 16,18] may benefit from 
information on when a student is off-task, since off-task 
behavior is likely to be related to motivation and affect. 

In this paper, we present a machine-learned model which 
can determine whether a student is off-task, using only data 
from students’ actions within the software – the model uses 
no audio or video data. We compare our model to a model 
which simply treats idle time as off-task, and show that the 
machine-learned model is more accurate. Then, we analyze 
the features that make up the model, in order to understand 
the model better.  

Next we examine data from attitudinal and motivational 
surveys, in order to see what factors are associated with the 
choice to spend more or less time off-task. We also 
compare these factors to the factors associated with the 
choice to game the system (“attempting to succeed in an 
educational environment by exploiting properties of the 
system rather than by learning the material and trying to use 
that knowledge to answer correctly”). Gaming the system in 
Cognitive Tutors consists of behaviors such as systematic 
guessing and persistent overuse of hints, and has also been 
shown to be significantly associated with poorer learning 
[6,7,8]. We conclude with a discussion of potential ways 
that interactive systems can respond to a student going off-
task, considering in particular the challenge of responding 
in a way that does not reduce off-task behavior at the cost 
of an increase in gaming the system. 

DATA 

Data from five studies, conducted between 2003-2005, was 
used in our investigation of students’ off-task behavior as 
they used Cognitive Tutor software.  
 
Each of the studies presented in this paper was conducted in 
mathematics classrooms using Cognitive Tutor software, a 
popular type of interactive learning environment now used 
by around half a million students a year in the USA. 
Cognitive Tutor curricula combine conceptual instruction 
delivered by a teacher with problem-solving where each 
student works one-on-one with a cognitive tutoring system 
which chooses exercises and feedback based on a running 
model of which skills the student possesses [2]. A screen 
shot of a Cognitive Tutor is shown in Figure 1. 
 
Each study was conducted in the Pittsburgh suburbs, within 
classrooms that had used Cognitive Tutors within their 
regular curriculum for several months. None of the studies 
involved gifted or special needs students. Three of the 
studies involved a tutor lesson on scatterplots; the other two 
studies involved tutor lessons on percents and geometry.  

 

Figure 1: A screenshot from a Cognitive Tutor lesson. 

 
The five studies shared the following general design. Each 
student in each of the five studies first viewed conceptual 
instruction on the upcoming tutor lesson, delivered via a 
PowerPoint presentation with voiceover and some simple 
animations. After viewing conceptual instruction, each 
student used the tutor for around 80 minutes (across 2 or 3 
class periods). 
 
Data about learning was collected using pre- and post-tests 
given before and after the students used the Cognitive 
Tutor. Two essentially isomorphic problems were 
constructed for the tests, for each lesson. Each problem was 
used as a pre-test for half of the students, and as a post-test 
for the other half. The problems were designed to exercise 
the key skills involved in the lesson (approximately six per 
lesson), and were graded in terms of how many of the skills 
a student successfully demonstrated. The test items used in 
each study are given in [4]. 
 
Within each of the studies, quantitative field observations  
[cf. 7] were used to assess each student’s frequency of off-
task behavior. Each student’s behavior was systematically 
observed a number of times (around 8-10 times in total) 
during the course of multiple class periods, by one of three 
observers. In each 20 second observation, student behavior 
was coded as corresponding to one of a set of categories, 
including off-task behavior, on-task conversation, working 
in the tutor, and gaming the system [cf. 7]. Off-task 
behavior included off-task conversation (talking about 
anything other than the subject material), off-task solitary 
behavior (any behavior that did not involve the tutoring 
software or another individual, such as reading a magazine 
or surfing the web), and inactivity (such as staring into 
space, or the student putting his/her head down on the desk, 
for at least 20 seconds – brief reflective pauses by a student 
actively using the software were not counted as off-task). 
Gaming the system was not treated as a type of off-task 
behavior; within the observations, it was a separate 
category. 
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Across studies, most of the observations were carried out by 
a single observer. However, an inter-rater reliability session 
was carried out in 2004. In this session, two observers 
classified the same student at the same time. Inter-rater 
agreement as to whether a behavior was off-task, gaming 
the system, or other categories of behavior was reasonably 

high – Cohen’s [15] κ = 0.74. 
 
In addition, within two of the studies, motivational and 
attitudinal questionnaires were given to increase 
understanding of why students choose to game the system. 
In this paper, we will use these questionnaires to help us 
understand why students decide to engage in off-task 
behavior, and to compare between the motivations 
associated with off-task behavior and gaming the system.  
 
A final source of data that we will use to understand off-
task behavior is data from student log files as the students 
used the tutoring software. Across the five studies, 429 
students performed between 50 and 500 actions in the tutor 
in each lesson, for a total of 128,887 tutor actions (due to 
data loss, data from 11 other students could not be used). 
For each student action recorded in the log files, a set of 26 
features describing that student action were distilled. These 
features included  
 

• Details about the action, such as whether the action 
was correct, the type of interface widget involved, and 
whether this was the student’s first attempt on the 
problem step 

• Assessment of the probability the student knew the 
skill involved in the action  

• A hybrid feature (nonintuitively called “pknowretro”) 
previously found useful for modeling gaming behavior 
[cf. 5] – pknowretro is the probability the student knew 
the skill if that probability changed on the current 
action (the first opportunity to practice the current skill 
on the current problem step), and -1 otherwise. 

• Time taken, considered in three fashions  
o How many seconds the action took. 
o The time taken for the action, expressed in 

terms of the number of standard deviations 
this action’s time was faster or slower than the 
mean time taken by all students on this 
problem step, across problems. 

o The time taken in the last 3, or 5, actions, 
expressed as the sum of the numbers of 
standard deviations each action’s time was 
faster or slower than the mean time taken by 
all students on that problem step, across 
problems. (two variables) 

• Details about relevant previous interactions, including 
the number of errors and help requests the student 
made on this problem step across problems, and how 
many recent actions involved this problem step. 

 
The full list of features is given in [4]. 

MODELING OFF-TASK BEHAVIOR  

Model Structure 

Latent Response Models [22] were used as the statistical 
basis for all of the detectors of off-task behavior discussed 
in this paper. Latent Response Models have the advantage 
of easily and naturally integrating multiple data sources, at 
different grain sizes, into a single model. In addition, they 
were used as the basis of successful detectors of gaming 
behavior, within the same data [5,6].  

A detector of off-task behavior, in the framework used here 
(shown in Figure 2), has one observable level and two 
hidden (“latent”) levels. In a behavior detector’s 
outermost/observable layer, the detector assesses how 
frequently each of n students is off-task; those assessments 
are labeled OT'0… OT'n . The detector’s assessments for 
each student can then be compared to the observed 
proportions of time each student spent off-task, OT0…OTn.  
 
The proportion of time each student spends off-task is 
assessed as follows: First, the detector makes a (binary) 
assessment as to whether each individual student action 
(denoted SA'm) is off-task. From these assessments, 
OT'0…OT'n  are derived by taking the percentage of actions 
which are assessed to be off-task, for each student. 
 
An action is assessed to be off-task or not, by a function on 
parameters composed of the features drawn from each 
action’s characteristics. Each parameter in a candidate 
model is either a linear effect on one feature (a parameter 

value αi multiplied by the corresponding feature value Xi –

αi Xi), a quadratic effect on one feature (parameter value αi 

multiplied by feature value Xi, squared – αiXi
2), or an 

interaction effect on two features (parameter value αi 
multiplied by feature value Xi, multiplied by feature value 

Xj – αiXiXj). 
 

 

Figure 2: The architecture of the  

off-task behavior detector. 

 



 

An assessment SAm as to whether action m is off-task is 

computed as SAm = α0 X0 + α1 X1 + α2 X2 + … + αn Xn, 

where αi is a parameter value and Xi is the data value for 
the corresponding feature, for this action, in the log files. 
Each assessment SAm is then thresholded using a step 

function, such that if SAm ≤ 0.5, SA'm = 0, otherwise  
SA'm = 1.  This gives us a set of classifications SA'm for 
each action within the tutor, which are then used to create 
the assessments of each student’s proportion of off-task 
behavior,  OT'0…OT'n . We can then assess a model’s 
goodness of fit by calculating the correlation between 
OT'0…OT'n , and the original observed data OT0…OTn. 
 

Time-Only Modeling 

Within this (or any) modeling approach, the simplest and 
most straightforward way to determine whether a student is 
off-task is probably to set a cut-off on how much time an 
action should take and treat all actions that take longer than 
that cut-off as off-task. Approaches similar to this have 
been used to determine whether a student is attempting to 
complete a problem by guessing [9], and to determine if a 
student is reading hints  carefully [cf. 24]. Interestingly, that 
prior work viewed time in the opposite fashion than would 
be appropriate in this situation, looking for actions shorter 
than a time cut-off, rather than actions longer than a time 
cut-off.  

If we use a single-parameter model which determines if an 
action is off-task, using only the time taken for that action, 
it fits well to the data, achieving a correlation of 0.47 
(between the model’s predictions of each student’s off-task 
frequency and the frequency found in the original 
observations). According to this model’s best-fitting 
parameter value, actions which take longer than 80 seconds 
are off-task. This model is also not overfit; a 10-fold 
student-by-student cross-validation achieves an average 
correlation of 0.44 across test sets.  

Alternatively, it may be that we can get a better fit by 
taking the average time for each problem step into account 
(since it is conceivable that some students may legitimately 
need 80 seconds to input an answer on specific steps that 
are quite difficult or involve considerable calculation). 
Hence, we can set up a single-parameter model which 
determines whether an action is off-task, using the time 
taken for that action, expressed in terms of the number of 
standard deviations the action’s time was faster or slower 
than the mean time taken by all students on the relevant 
problem step, across problems. This model also fits well to 
the data, achieving a correlation of 0.46. According to this 
model’s best-fitting parameter value, actions which take 
more than 3.8 standard deviations longer than normal are 
off-task. This model is also not overfit; a 10-fold cross-
validation achieves an average correlation of 0.45 across 
test sets.  

Hence, it appears that it is possible to create a useful model 
of off-task behavior just by considering the time taken on 

each action. Considering each action’s time in the context 
of the distribution of time students take on the relevant 
problem step does not appear to perform substantially better 
than considering time in an absolute fashion.  

However, it may be that off-task behavior manifests itself in 
a more complex fashion than this within the tutoring 
environment. In the next section, we will consider whether 
a model trained using a fuller set of features can detect off-
task behavior better than a model based just on each 
individual action’s time.  

Multiple-Feature Models 

Model Selection Process 

Within the model structure described above, there is a very 
large space of potential models that may potentially 
describe student behavior (if any model with 1-7 parameters 
is permitted, approximately 1013 models are possible). A 
combination of Fast Correlation-Based Filtering [30]1 and 
Forward Selection [26] was used in order to efficiently 
search this space of models, as follows: First, a set of 
single-parameter models were selected, such that:  
 

1. Each single-parameter model was at least 60% as 
good as the best single-parameter model found (in 
terms of linear correlation to the observed data).  

2. If two parameters had a closer correlation than 0.7 
to each other, only the better-fitting single-
parameter model was used.  

 
Once a set of single-parameter models was obtained, each 
model was expanded, by repeatedly adding the potential 
parameter that most improved the linear correlation 
between the model’s assessments and the original data, 
using Iterative Gradient Descent [11] to find the best value 
for each candidate parameter. Parameters were added to the 
model until adding a parameter worsened the model’s 
performance in a student-by-student 10-fold cross-
validation. 10-fold cross-validation is equivalent to doing a 
training set/test set validation ten times. Pseudocode of this 
algorithm can be found in [4]. 
 

Model Accuracy 

The best-fitting multiple-parameter model fits well to the 
data, achieving a correlation of 0.62. The model is mildly 
overfit; a 10-fold cross-validation achieves an average 
correlation of 0.55 across test sets. However, while there is 
some decrease in performance in cross-validation, the 
cross-validated performance of this model is substantially 
better than the single-parameter time-only models (which 
had cross-validated correlations of 0.44 and 0.45). This 

                                                           

1 In the implementation of Fast Correlation-Based Filtering used 
within the research presented here, linear correlation is used as the 
goodness-of-fit measure rather than entropy, as the overall model 
architecture is based on linear correlation.  
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indicates that the full model is likely a better explanation of 
the data than the time-only models.  

Overall, then, the multiple-parameter model is effective at 
determining how much each student is off-task. In addition, 
this model is effective at determining how much each 
student is off-task, relative to other students. If the 
observers found that student A was off-task more often than 
student B, the multiple-parameter model agreed 83% of the 
time.  

Model Details 

The best-fitting multiple-parameter model is made up of six 
parameters. We will discuss these parameters in the order 
they were selected by the model; in the framework used 
here, each parameter after the first parameter must be 
understood in the context of the parameters already 
selected. The full model is given in Table 1. 

The first parameter involves very fast actions immediately 
before or after very slow actions. This represents the fact 
that consistent very slow actions may indicate being off-
task, but may also indicate careful thought or even asking 
the teacher for help. Careful thought or asking for help 
would probably not lead the student to work extremely 
quickly right before or after a long, thoughtful action. 
Hence, slow actions right before or after fast actions is 
more indicative of off-task behavior than slow actions 
alone. Taken alone, this parameter, when 10-fold cross-
validated, achieves a correlation of 0.483 to the frequency 
of off-task behavior; hence, it already performs better than a 
model which labels all actions longer than a cut-off as off-
task.  

The second parameter indicates that if the current action is 
extremely slow or extremely fast, the evidence that it is an 
off-task action is even stronger. This feature is somewhat 
similar to the single-feature models considered above. The 
combination of the first two parameters achieves a (cross-
validated) correlation of 0.522 to the frequency of off-task 

behavior; hence, 0.039 additional correlation is obtained by 
adding this parameter to the model.  

The third parameter identifies specific situations where off-
task behavior is more or less likely. A student is less likely 
to go off-task when they are inputting a string, and know 
the step well (inputting a string corresponds to selecting 
problem features, for example which variable to place on a 
graph). A student is more likely to go off-task when they 
are inputting a string, and have already made an error. 
Adding this parameter to the model adds 0.023 to the 
model’s cross-validated correlation. 

The fourth through six parameters together add only 0.009 
to the model’s cross-validated correlation. The fourth 
parameter indicates that repeated help-requests are not off-
task behavior, regardless of how fast or slow they are. The 
fifth parameter indicates that two or more errors or help 
requests in a row are associated with off-task behaviors. 
Because the fourth parameter is already in the model, this 
parameter likely focuses on errors, suggesting that some 
level of carelessness may be associated with off-task 
behavior. (Note that two errors do not make up a pattern of 
systematic guessing as seen in ‘gaming the system’ [5]). 
The sixth parameter, making many errors on skills students 
generally know before starting the current tutor lesson, also 
seems to be indicate a general pattern of carelessness. 

Overall, then, off-task behavior occurs in the tutor not just 
as slow actions, but as co-occurrence of very slow and very 
fast actions. In terms of student motivation, off-task 
behavior appears to be associated with careless actions, and 
possibly also with avoiding help [cf.1]. This pattern of 
behavior, though it has some commonalities with the 
knowledge-engineered time-only model of off-task 
behavior, represents off-task behavior in a more subtle 
fashion than the time-only model, and thus adds to our 
understanding of off-task behavior in a way that model 
cannot. 

 

 param 1 param 2 value Interpretation 

Additional 
cross-val 
correlation 

F1 timelast3SD timelast5SD -0.08 
OT: Very fast actions immediately before or after very 
slow actions 

0.483 

F2 timeSD timeSD 0.013 OT: Extremely fast actions or extremely slow actions 0.039 

F3 string pknowretro -0.36 
OT: Less likely on well-known string-input steps  
OT: More likely when inputting a string after error  

0.023 

F4 notfirstattempt recent8help -0.38 Not OT: Asking for a lot of help 0.004 

F5 notright pknowretro -0.16 

OT: Two errors or help-requests in a row 
Not OT: Errors or help requests on skills the student 
has already mastered 

0.004 

F6 pctwrong 
generally-
known 0.04 

OT: Indicated by many errors on skills students 
generally know prior to starting this lesson 

0.001 

Table 1. The model of off-task behavior (OT). In all cases, param1 is multipled by param2, and then multipled by value. 



 

Does this model distinguish on-task conversation from off-
task behavior? 

One important goal for a model of off-task behavior is that 
it should effectively distinguish off-task behavior from 
other types of behavior that occur outside of the system – 
for example, on-task conversation (defined as talking to the 
teacher or another student about the subject material or the 
tutoring system). A sophisticated system should not respond 
in the same way to a student asking a peer or the teacher for 
help, as it would to a student going off-task. However, there 
is some risk that a system may not be able to distinguish 
between these categories of behavior just from log files of 
the student’s behavior within the tutor. 

Fortunately, data is available to investigate whether the 
model of off-task behavior can distinguish these behavioral 
categories. Talking to the teacher or another student about 
the material was one of the categories of behaviors coded 
within the original observations, in each of the studies.  

Within the model, there is some correlation between 
observed on-task conversation and the model’s predictions 
of off-task behavior for each student, r= 0.16, 
F(1,427)=11.32, p<0.001. Since there is no correlation 
between these two categories of behavior in the 
observational data, r= -0.04, this is evidence that the model 
does not completely distinguish between these categories of 
behavior. However, the correlation between observed on-
task conversation and the model of off-task behavior is 
much lower than the cross-validated correlation between 
the model of off-task behavior and the observed off-task 
behavior (r=0.16 versus r=0.55), t(426)=6.85,p<0.001, for a 
test of the significance of the difference between two 
correlation coefficients for correlated samples. Hence, the 
model of off-task behavior does appear to successfully 
distinguish between these two categories of behavior, but 
does not achieve complete success in doing so. 

Interestingly, the model of off-task behavior that relies only 
upon a time cutoff (all actions longer than 80 seconds are 
off-task) appears to do a worse job of distinguishing 
between on-task conversation and off-task behavior, than 
the full model of off-task behavior does. The time-cutoff 
model correlates significantly to the frequency of on-task 
conversation, r=0.22, F(1,427)=20.97, p<0.001. This 
model’s correlation to on-task conversation is marginally 
significantly higher than the full model’s correlation to on-
task conversation, t(426)=1.84, p=0.07. This suggests that 
more sophisticated models of off-task behavior not only 
capture those behaviors better, but are more successful at 
discerning the difference between off-task behavior and 
other behaviors which involve idle time, such as on-task 
conversation. This may be because the machine-learned 
model takes behavioral correlates (the third to sixth features 
in the model) into account.  

Hence, it appears that the model of off-task behavior 
captures considerably more off-task behavior than on-task 
conversation, and does better at distinguishing between 

these behaviors than a simple time-only model of off-task 
behavior does. Some on-task conversation is still captured 
by the model, though – therefore, any system re-design 
which uses this model to detect and respond to off-task 
behavior will need to take this possibility into account. 

OFF-TASK BEHAVIOR, AND MOTIVATION/ATTITUDES 

Methods 

Data from two self-report questionnaires was used to study 
the relationship between students’ motivations and 
attitudes, and their frequency of off-task behavior.  

All items on both questionnaires were drawn from existing 
motivational inventories or from items used across many 
prior studies with students from the relevant age group, and 
were adapted minimally (for instance, the words “the 
computer tutor” was regularly substituted for “in class”, and 
some items were changed from first-person to second-
person for consistency). Both questionnaires were given to 
students along with their unit pre-tests, before they worked 
through a Cognitive Tutor lesson on scatterplots (all 
students who received the first questionnaire, half of the 
students who received the second questionnaire) or percents 
(half of the students who received the second 
questionnaire). All items were given as 6-point Likert 
scales, except for a small number of multiple-choice and 
true-false items.  

In order to analyze the relationship between student 
motivations/attitudes and off-task behavior, we correlated 
students’ responses on the questionnaires to their frequency 
of off-task behavior, as assessed by the model of off-task 
behavior presented in this paper. It is advantageous to use 
the model’s assessments of off-task behavior rather than the 
classroom observations, because the model of off-task 
behavior’s assessments are more precise than the classroom 
observations. 2-3 researchers can only obtain a small 
number of observations of each student’s behavior, and thus 
the estimations of each student’s frequency of off-task 
behavior have high variance. By contrast, the model, with 
access to predictions about every student action, can make 
considerably more precise predictions. 

We also compare the relationship between off-task behavior 
and student responses to the relationship between gaming 
the system and student responses, in order to better 
understand the relationship between these two categories of 
behavior. We focus this discussion on “harmful” gaming, 
which occurs on steps the student finds difficult. Other 
students game time-consuming but easy steps, in order to 
focus time on more challenging material [cf. 5,6] – this 
strategic behavior is not associated with poorer learning, 
and does not appear to be associated with poor motivation 
or negative attitudes towards the learning context [cf. 8]. 
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Questionnaire One 

Questionnaire Constructs 

The first questionnaire, given in Spring 2004, is discussed 
in complete detail in [8]. This questionnaire consisted of 
items measuring: 

• Whether the student had performance goals or 
learning goals [cf. 23] 
(Example: “We are considering adding a new 
feature to the computer tutors, to give you more 
control over the problems the tutor gives you. If 
you had your choice, what kind of problems would 
you like best?  
A) Problems that aren’t too hard, so I don’t get 

many wrong. 
B) Problems that are pretty easy, so I’ll do well. 
C) Problems that I’m pretty good at, so I can 

show that I’m smart. 
D) Problems that I’ll learn a lot from, even if I 

won’t look so smart.”) [e.g. 23] 

• The student’s level of anxiety about using the tutor 
(Example: “When you are working problems in the 
tutor, do you feel that other students understand 
the tutor better than you?”) [eg. 20] 

• The student’s level of anxiety about using 
computers 
(Example: “When you use computers in general, 
do you feel afraid that you will do something 
wrong?”) [eg. 20] 

• How much the student liked using the tutor 
(Example: “How much fun were the math 
problems in the last computer tutor lesson you 
used?”) [e.g. 23] 

• The student’s attitude towards computers 
(Example: “How much do you like using 
computers, in general?”) [e.g. 19] 

• If the student was lying or answering carelessly on 
the questionnaire – such “lie scale” items are 
designed such that anyone answering thoughtfully 
and honestly would never give one of the answers. 
(Example: “Is the following statement true about 
YOU? ‘I never worry what other people think 
about me.’ TRUE/FALSE”) [e.g. 27] 

 
Relations to off-task behavior 

As shown in Table 2, of the quantities assessed in the first 
questionnaire study, only disliking computers was 
significantly associated with off-task behavior, 

F(1,100)=5.06, p=0.03, r=0.22. Interestingly, disliking 
computers is also associated with gaming the system in the 
harmful fashion [8], F(1,100)=3.94, p=0.05, r=0.19. None 
of the other quantities assessed in the first questionnaire 
study had correlations which were significantly different 
than chance – the closest was anxiety about using 
computers, F(1,100)=1.60, p=0.21, r=0.13. 
 

Questionnaire Two 

Questionnaire Constructs 

The second questionnaire, given in Spring 2004, is 
discussed in complete detail in [4]. This questionnaire 
consisted of items measuring: 

• If the student believes that computers in general, 
and the tutor in specific, are not very useful. 
(Example: “Most things that a computer can be 
used for, I can do just as well myself.”) [e.g. 28] 

• If the student believes that computers/the tutor 
don’t/can’t really care how much he/she learns. 
(Example: “I feel that the tutor, in its own unique 
way, is genuinely concerned about my learning.”) 
[e.g. 10] 

• If the student has a tendency towards passive-
aggressiveness [25] 
(Example: “At times I tend to work slowly or do a 
bad job on tasks I don’t want to do”) [e.g. 25] 

• If the student believes that computers/the tutor 
reduce his/her sense of being in control 
(Example: “Using the tutor gives me greater 
control over my work”) [e.g. 17] 

• If the student is not educationally self-driven 
(Example: “I study by myself without anyone 
forcing me to study.”) [e.g. 21] 

• If the student dislikes math 
(Example: “Math is boring”) [e.g. 21] 
 

Relations to off-task behavior 

As shown in Table 3, two of the quantities assessed in the 
second questionnaire were significantly associated with off-
task behavior: the student disliking math, F(1,92)=6.97, 
p=0.01, r= 0.27, and the student having a tendency towards 
passive-aggressive behavior, F(1,92)=3.93, p=0.05, r= 0.20. 
Another quantity was marginally significantly associated 
with off-task behavior: a lack of educational self-drive, 
F(1,92)=2.74, p=0.10, r= 0.17. Curiously, educational self-
drive and disliking mathematics have also been found to be  
 

 

 
Performance 

Goals 
Anxiety About 

Using Computers 
Anxiety About 
Using the Tutor 

Lying/ Answering 
Carelessly 

Disliking 
Computers 

Disliking 
the Tutor 

Off-Task Behavior 0.11 0.13 0.04 -0.03 0.22 0.12 

Gaming the System 
(harmful fashion) 0.00 -0.02 -0.04 0.06 0.19 0.20 

Table 2. Relationships between the categories in the first questionnaire, and off-task behavior, as assessed by the model. 
Statistically significant relationships (p<0.05) are in boldface. 



 

 

 

 

Belief that 
Computers/ 
the Tutor are 
not useful 

Belief that 
Computers/ the 

Tutor are 
uncaring 

Tendency 
towards 
passive-

aggressiveness 

Belief that 
Computers/ the 

Tutor reduce 
control 

The 
student is 
not self-
driven 

Disliking 
math 

Off-Task Behavior 0.02 -0.03 0.20 0.00 0.17 0.27 

Gaming the System 
(harmful fashion) 0.16 0.13 0.10 0.04 0.25 0.21 

Table 3. Relationships between the categories in the second questionnaire, and off-task behavior, as assessed by the model. 
Statistically significant relationships (p<0.05) are in boldface; marginally significant relationships (p<0.10) are in italics. 

 

associated with the choice to game the system in the 
harmful fashion [4]. 

Overall Pattern and Implications 

Overall, off-task behavior is associated with disliking 
computers, disliking mathematics, passive-aggressiveness, 
and not being educationally self-driven. This pattern is 
quite similar to the pattern of attitudes in students who 
game the system in a fashion associated with poorer 
learning. Those students dislike computers, dislike the 
tutoring software, dislike mathematics, and are not 
educationally self-driven. It is somewhat curious that 
passive-aggressiveness is associated with off-task behavior, 
rather than gaming the system. Gaming the system would 
seem, at some level, to be related to “doing a bad job on a 
task I don’t want to do” – however, gaming can also be 
seen an attempt to succeed in an undesirable task without 
having to put full effort into that task, rather than an attempt 
to intentionally perform poorly or work more slowly. 

One possible explanation for the overall commonalities in 
the attitudes associated with off-task behavior and harmful 
gaming is that the same students engage in both behaviors – 
i.e. students who spend time off-task also game the system 
in the harmful fashion. However, the two behaviors are, if 
anything, negatively correlated with each other. Across the 
five studies, the frequency of harmful gaming and off-task 
behavior in each student’s actions (each assessed by the 
relevant detector) are negatively correlated, F(1,427)=8.22, 
p<0.01, r= -0.14. If anything, this trend was stronger within 
the students for whom we have questionnaire data,  
F(1,211) = 9.92, p<0.01, r = -0.21. 

The negative correlation between the two behaviors, 
combined with the similarity in the motivations and 
attitudes associated with the two behaviors, suggests that 
the choices to game the system or go off-task arise from 
relatively similar motivations but that some other factor 
leads students to choose between these two approaches.  

One possibility is that this factor may be the degree to 
which the students perceive the current tutor lesson as 
difficult. Students game harmfully predominantly on steps 
they know poorly [5,6], whereas there appears to be little 

relationship between student knowledge and the choice to 
go off-task, as shown in Table 1.  

Another possibility is that the students’ relationship with 
their teacher may influence this choice. It may be that 
students who feel positively towards their teachers, and 
want their teacher to approve of them, game the system 
rather than engaging in more noticeable behaviors such as 
talking off-task or surfing the web (or asking the teacher for 
help, which would show lack of knowledge, and potentially 
cause the teacher to think less well of them). By contrast, 
students who feel more negatively towards their teacher 
may have less desire to avoid being seen off-task.  

Another possibility is that students systematically differ in 
whether they prefer gaming the system or going off-task, 
for reasons that are not explicitly attitudinal or 
motivational. One possibility is that students learn over 
time that their teachers or parents respond better to one of 
these behaviors than the other, and adopt the behavior 
which they have previously found more successful, when 
working in the Cognitive Tutor. It is also possible that 
personality factors such as extraversion play a role – for 
example, more extroverted students may prefer to talk to 
their neighbors than interact with the system when they are 
unmotivated. 

The similarity between the attitudes and characteristics 
associated with off-task behavior and gaming the system is 
striking – especially when the lack of correlation between 
the behaviors themselves is taken into account. In the long 
term, we will understand both behaviors better when we can 
identify what factors differentiate between the students who 
engage in each type of behavior.  

Responding to Off-Task Behavior 

Knowing which student characteristics and attitudes are 
associated with off-task behavior is a good start towards 
developing systems that can respond appropriately when a 
student is off-task. One important implication of our results 
is that off-task behavior is likely more than just evidence 
that a system is badly designed; instead, it is likely to be 
associated with deeper motivational problems. In addition, 
evidence that off-task behavior stems from similar 
motivations as gaming the system suggests that the 
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possibility of students switching from off-task behavior to 
gaming should be seriously considered in the design of 
system responses to off-task behavior.  

In particular, redesigning systems to respond immediately 
and in a heavy-handed way – for example, by making a 
loud noise when a student is off-task – are likely to be 
counterproductive. Re-designing systems in this fashion 
may actually lead students to game the system in order to 
avoid the system’s intervention. For example, a student 
might learn to type in an answer – any answer – every 20 
seconds so that the system thinks he or she is actively 
working.  In addition, heavy-handed solutions are likely to 
irritate a student who is off-task, and irritate students even 
more when the model is incorrect and the student was not 
off-task (which will occur some proportion of the time, 
since the model is not perfectly accurate). 

Instead, it may be more appropriate to respond to off-task 
behavior with more long-term oriented, non-heavy-handed 
solutions. One more constructive response to off-task 
behavior may be to use self-monitoring, where a student is 
led to monitor their own on and off-task behavior– this 
approach has been shown to reduce off-task behavior in 
traditional classrooms [cf. 15] and may be feasible and 
effective in interactive learning environments as well.  
Alternatively, it may be possible to increase challenge when 
students go off-task, or to give rewards to students who 
correctly complete problems quickly without gaming the 
system. Rather than reducing off-task behavior by 
increasing gaming behavior, such an approach may even be 
able to remediate both off-task behavior and gaming the 
system at the same time, an important step towards 
interactive learning environments that can respond 
sensitively to the full spectrum of ways students choose to 
interact with them. 

CONCLUSIONS 

In this paper, we have presented a model that can 
automatically detect, with reasonable effectiveness, when a 
student is off-task in a Cognitive Tutor. This model does 
not rely upon sophisticated instrumentation which is 
unavailable in most school computer labs, such as 
microphones, eye-trackers, or fMRI – it relies only upon 
data about students’ actions within the tutoring system. We 
have shown that this model is more accurate than a simpler 
approach which treats all actions longer than a certain 
cutoff as off-task, both at determining each student’s 
frequency of off-task behavior, and in distinguishing off-
task behavior from on-task conversation, a category of 
behavior which – like off-task behavior – involves idle 
time. The methods used to develop this model may be 
relevant for detecting off-task behavior in other types of 
interactive systems; idle time alone is generally likely to be 
less accurate than detecting idle time in combination with 
behavioral correlates. The model’s accuracy is not perfect, 
but is likely to be sufficiently effective to drive system 

adaptation, so long as the system adaptation is thoughtfully 
designed. 

We then analyzed what student attitudes, motivations, and 
characteristics are associated with off-task behavior, using 
the detector in combination with questionnaire data. We 
determined that off-task behavior is associated with 
disliking computers, disliking mathematics, passive-
aggressiveness, and lack of educational self-drive. 

These student attitudes and characteristics are very similar 
to the attitudes and characteristics found in earlier research 
to be associated with gaming the system – an especially 
surprising result in the light of the negative correlation 
between gaming the system and off-task behavior. One 
possibility is that the two behaviors are different responses 
to the same motivation. A student’s decision of which 
behavior to use may interact with the student’s prior 
learning experiences, specifics of the learning situation 
(such as the presence or absence of material that student 
finds particularly difficult), their relationship with the 
teacher, or personality characteristics not measured in the 
questionnaires. 

Future work will be needed to determine why some 
students choose to go off-task, while others choose to game 
the system. Understanding the answer to this question may 
enable the development of systems that can respond 
appropriately to both of these student behaviors.  
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