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Abstract. Digital tools have the ability to log the fine-grained details of user 
experiences within and across the system. These digital experiences can lend 
valuable contextualization to other ethnographic insights. In this paper, we dis-
cuss the potential for using interaction logs as a data source and the pipeline 
considerations that can facilitate and enhance quantitative ethnographic re-
search using this type of data. We draw on previous QE work and examples 
from QE adjacent fields such as educational data mining, learning analytics, and 
human-computer interaction to provide evidence for this approach. 

Keywords: Interaction Data, Ethno-Mining, Automated Codes 

1 Introduction 

Personal and handheld computing has increased the ubiquity of technology as an ele-
ment in many daily interactions. It is not uncommon to see people engaging in person 
while simultaneously also sharing media through their devices. This new level of 
engagement indicates that there may be social elements unaccounted for when con-
ducting ethnographic work that does not include the technical elements of the soci-
otechnical system. In addition, an increasing amount of deep interaction occurs be-
tween humans and computers, particularly as people interact in new -- increasingly 
social and relational -- fashions with technologies [1]. 

Quantitative ethnography (QE) research has engaged fields where these forms of 
interaction are commonplace. Medical simulations [2], educational platforms [3–5], 
entertainment games [6], and social media [7, 8] have all been utilized as both site and 
object for QE studies. As researchers have moved into these more technology-
mediated domains, there has been a call for techniques that can better incorporate the 
accompanying data streams that are available. 

Interaction logs have been used to a greater degree in QE-adjacent communities, 
such as educational data mining (EDM), learning analytic (LA), and human-computer 
interaction, for many years. These areas draw from the rich, facilitated user interac-
tions with both the system and other users, to explore the emergence of a highly con-
textualized digital world that operates in parallel to the “real” embodied and internal 
worlds of participant and researcher [9]. Fortunately, log files generated from these 
interactions provide valuable insights into the nature of this world and how users nav-
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igate it. Take for example previous QE work exploring user identity development as 
discussed through discussion forums. This work made inference solely from players’ 
posts about their gameplay, work that could have been augmented by an analysis of 
the gameplay between posts [6]. Connections to in-game experiences might enhance 
the analysis by allowing for more grounded exploration of player behavior alongside 
their meta-reflections. This type of grounded exploration of player behavior in the 
context of their interaction with a game is seen in [4], which relates player strategies, 
identified through qualitative coding, to the implicit feedback the game provided.  

Beyond the QE community (and prior to its advent among scholars now active in 
QE), interaction logs have been shown to provide valuable insights into the situational 
context that impacts user behavior [10], enabling the identification of patterns and 
anomalies in decision-making processes [11], and offering a window into the user's 
affective states and reactions to the system or environment [12, 13]. In these projects, 
the work of interpreting interaction logs can be seen as ethnographic in that it in-
volves analyzing data to uncover insights about how individuals interact within cul-
tures using digital tools. Thus, a thorough examination of interaction log data in rele-
vant contexts may provide more insights for QE research. 

The considerable uptake of interaction logs within QE-adjacent communities pro-
vides an additional opportunity for interaction log data -- the possibility of extending 
on what can easily be accomplished through human coding, to scale across much 
larger corpuses of data. Like the work on extending human coding of text through 
tools like nCoder [14], automated detectors of user interaction developed through 
machine learning can enable the analysis of patterns of interest across contexts, using 
tools like epistemic network analysis [e.g. 3, 4]. 

In this paper, we first situate our work in relation to other thinking on digital data 
and ethnography. We then follow with a discussion of the ways in which interaction 
data has been utilized in QE and how expanded inclusion of this data may further 
augment prior QE research. We discuss two ways to develop qualitative codes on 
interaction data: through evidence-centered approaches and extending upon them 
using machine learning. Ultimately, through comparing each of these approaches to 
more established paradigms for QE, we discuss why machine learning codes are par-
ticularly useful for understanding interaction, and we conclude with a discussion of 
the compromises inherent to the use of this practice in QE. 

2 Digital Data and Ethnography 

Shaffer & Hod [15] reiterated the importance of ethnography as the focal point of QE 
research during the 2022 conference in Copenhagen, stating that the tools and meth-
ods being used were directly a response to the need for ethnographers to be able to 
capture the interactions of culture. As part of exploring the many ways interaction 
logs may be utilized for QE research, it may be valuable to first step back and consid-
er the role that digital data has had in ethnography itself. 

Haines [9] identifies a trajectory of ethnographic work that begins with research 
that considers digital as the subject of inquiry, which involves studying how digital 
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technologies shape people's behaviors and experiences, such as through netnography 
(online ethnography of digital communities) [16] and analyzing social media plat-
forms like Twitter [8]. From there, Haines suggests that the next iteration for digital 
ethnographic work is the move to considering digital spaces as a site [9]. QE re-
searchers have historically engaged in this way, using Twitter as a “place”  to explore 
Covid discussions [8] and discussion forums as a site for game communities that sup-
port user identity change relevant to the gaming participatory culture [6]. 

The next step for digital ethnographic work as advocated by Haines is to move be-
yond the digital as the sole object of study and to consider it as a dimension of social 
life, embedded within the broader context of social and cultural practices. Viewing 
digital as a dimension surfaces new possibilities for understanding the interplay be-
tween online and offline worlds and is supported by the inclusion of interaction data. 
If the research around Twitter had included interaction logs, greater insight into the 
role of social media for isolated people may have been evident alongside the conver-
sation content. Gameplay data may have allowed researchers to connect game-based 
achievements and events to the trajectory of community member identities. These 
added dimensions can support QE research by supporting interpretation of the phe-
nomena at hand, and that interpretation begins with coding. 

2.1 Relationship of Data to Codes 

Data itself can be thought of as the recording of some observation. With digital data, 
the recording is the manifestation of an implicit conversation between the humans -- 
the designer and the user -- and the computer messenger. In order for these observa-
tions to be developed into a more comprehensive understanding of user activity, a 
stage of description must take place that allows for interpretation of the many events 
present within the logs. That a sensor tripped or a button clicked can only tell exactly 
what has happened [17]; codes encapsulate the meaning of a series of logged interac-
tion events within the physical and digital context of the users. 

The difficulty in digital data coding is that there is relatively little support to move 
beyond the what. In discourse coding, language plays a role in enabling interpretation 
by those who were outside of the initial conversation. While coding discourse tran-
scripts gives primacy to certain elements (the literal words) over others (such as body 
language), language itself can generally be understood by the researchers as it was by 
the participants. This may not be the case when researchers seek to interpret raw 
logged events. Instead, there may be a process of transforming the data from the raw 
event logs, which are typically a form of shorthand developed by a programmer to 
represent user and system behavior, into something comprehensible by humans. There 
are several approaches being used to make meaning of this data through coding in-
cluding participant co-examination of visualizations [18], video replay [19], and text 
replays [20]. In each case, researchers make sense of the logged events in aggregate 
by narrativizing the actions as a larger unit. While being able to watch the series of 
actions or read through them like a story is useful in exploring the data, this only pro-
vides the first step towards coding the data. The next step is determining how to oper-
ationalize a system for coding (a step taken in each of these approaches). It is with 



4 

this in mind that we consider the question: How should codes be operationalized for 
interaction log data from a quantitative ethnographic paradigm? To address this ques-
tion, we examine the methods used by QE adjacent communities to operationalize 
their descriptive codes on data, both through the liberal use of evidence-centered defi-
nitions and increasing use of machine learning after an initial human interpretation 
step. We provide examples of these processes before discussing implications for 
broadening the QE toolkit to include machine learning in this way. 

3 Codes from Evidence 

Digital systems which have been designed using evidence-centered design principles 
[21] support the interpretation of user interactions into meaning. In such systems, 
interactions are intentionally tied to constructs, so each task a user partakes in can be 
directly connected to the component behaviors as individual pieces of evidence for or 
against a larger construct. In this way, the design of the system begins with the codes 
as the behaviors that designers wish to see from their users. 

In Physics Playground, Karumbaiah et al. [3] use codes that describe simple ma-
chines to translate user behaviors -- drawing lines with varying lengths, curves, 
slopes, and connections -- into evidence for whether a player understood the challenge 
of a given puzzle. Similarly, user relationships to aggregate features (e.g. relative time 
spent on a puzzle compared with other players) were used as codes in discussing fair-
ness of Shadowspect, a spatial reasoning game-based assessment [22]. The aggregate 
features connected theoretical understandings of persistence to the behavior observed 
across players within the digital, game-based context, thus demonstrating interaction 
codes’ fairness to theory. 

However, this approach also raises questions around the need to be fair to data and 
community [23]. Evidence-centered codes may not be enough to fully capture the 
variety of behaviors present in a system which manifest in the interaction data. In 
Physics Playground, questions arose around why players were quitting certain levels. 
The system was not intentionally designed to evoke quitting behavior as a means of 
gathering evidence on student learning; rather, instances of quitting were identified 
and observed during the examination of interaction logs [3]. Connecting the emergent 
quitting behavior to behaviors that the game was intentionally designed to elicit al-
lowed researchers to better understand when students had shortcomings in their un-
derstanding of the utility of certain simple machines. However, quitting is a fairly 
straightforward behavior to code for on the basis of one event in the interaction log – 
players left a level without completing it successfully. Other behaviors may not be as 
straightforward to interpret from the events themselves. Thus, additional techniques 
may be necessary to map the emergent behaviors backwards to the interaction events 
and data features which characterize them. 
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4 Developing Emergent Codes from Interaction 

Qualitative codes of interaction data can be used in two ways: as objects of analysis in 
and of themselves, or as the basis (training set) for a machine learning approach, 
much as qualitative codes of text are used to train tools such as nCoder [14]. The first 
task in either of these research paradigms is the same: generating human-coded data 
labels. In this step, researchers code video and text replays of interaction data to gen-
erate labeled datasets which can be analyzed directly or used as training data for ma-
chine learning classification tasks [24]. Recent work has attempted to partially auto-
mate this step as well, using artificial intelligence to suggest coding categories or 
conduct mixed-initiative coding [25], but this work is outside the scope of this paper.   

In order to apply machine learning after the human coding step, it is necessary to 
distill features of the data that can support computer detection of the differences be-
tween code examples and nonexamples. This process typically involves human design 
of the features which are aggregates of elements of the captured interactions [26]. It is 
an iterative process to determine which features will be most effective at describing 
the codes as developed by the researcher [27], a process similar to the iterative code 
development described by Shaffer and Ruiz [23]. In this section, we elaborate on the 
processes used to both interpret and label interaction data as well as means by which 
researchers identify features that can be used to automate coding. 

4.1 Creating a Dataset of Qualitative Codes 

The coding process within and beyond QE relies on being able to create descriptions 
that are meaningful and interpretable beyond one person familiar with the data. This 
is the role of agreement metrics like kappa and Shaffer’s rho for the QE community 
[28]. Working towards agreement through triangulation between human coders and 
machines allows for a minimization of uncertainty for the reliability of a description 
of a phenomena [23]. The trouble with interaction logs is that each event can be lik-
ened to a word in a sentence. There is potential for meaningful codes when the words 
come together, but it can be challenging to find complex meaning in a single word. 
Thus, when researchers seek to identify labels for the phenomena in interaction logs, 
they often utilize alternative representations (e.g. text, video, or visualizations) to 
assist human interpretation of the logged events. 

Take, for example, text replays, used in many papers within EDM [20]. Text re-
plays turn the events registered by the computer system (such as clicks) into textual 
descriptions of the event that can be read narratively. The process of translation does 
not require additional interpretation by the researcher as the descriptions provided can 
be taken directly from the data schema of the system designers. Using this method, 
the “observations” being recorded take the perspective of the data logging designers 
who may give primacy to certain types of user events and computer feedback. The 
strength of text replay is that it transforms the event stream into a story which can be 
segmented into different sized utterances. For example, in order to identify whether 
students struggle on a given task, it may be necessary to see the task from beginning 
to end; however, to identify productive use of guide text, it may only be necessary to 
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see the first few actions after a user receives help. Decisions about clip size, the EDM 
term for utterance, are therefore iteratively grounded in the behavior being identified 
and the data itself. 

Video replays [19] are somewhat more removed from the interaction log itself, but 
they allow behavior to be situated within the context of the digital tool (as seen by the 
user). Video replays typically reconstruct logs into a movie rendition of the user inter-
actions. Therefore, observation is less from the perspective of the designer and more 
from that of the user or traditional researcher lens. During coding, this allows the 
researcher to consider the state of the technical system, a particularly important ele-
ment in games and other dynamic technologies, without the cognitive load of trying to 
track the state between system events because it is all viewable on the screen. Thus, 
coding can proceed more naturally with researchers considering the contextual game 
state as part of the determining factors for a given code. 

Visualizations are one of the less transparent methods of coding interaction logs 
because there is less direct translation from the log itself to something observable by 
the researcher. Instead, actions are considered in aggregate as rates of change or quan-
tified comparisons. For example, in their mapping of player activity in Plant Wars, 
researchers created metrics for the amount of fertilizer players were applying in game 
and plotted it based on the time the activity took place [29]. This mapping allowed 
them to easily answer questions around what and when behaviors were taking place, 
but it was harder to answer the question of why. Ultimately, a shift in when player 
activity was occurring encouraged researchers to dig deeper by interviewing players 
whose data was particularly representative of the anomaly of interest; these interviews 
elicited newfound understandings by identifying key context: some players were re-
cent graduates whose sleep schedules had changed. Without the mappings to help 
surface questions, the researchers may never have been able to understand that ele-
ment of gameplay behavior and misattributed the behavior to unrelated factors. 

The ability to question the nature of the data beyond summary statistics is valuable 
because it allows research teams to ground the interpretation in cultural analysis, ac-
knowledging the uniqueness of individual experience instead of normalizing assump-
tions about populations [18]. Visualizations can also be used to support participatory 
research which increases agency for participants in data collection and interpretation. 
Previously, QE researchers have utilized visualizations of a researcher-developed 
model to engage participants in participatory research [30], but participants may also 
be able to identify how trends connect with overarching codes from the initial stages 
of research as well. When HCI researchers were interested in understanding trends of 
device usage within the home, they used interaction logs alongside location data to 
help frame conversations with participants [17], an example of data-driven retrospec-
tive interviewing [31]. Engaging the participants in their own data allowed for the 
trends to be interrogated and framed by participants themselves (e.g. participants 
could define what family dinner looked like in their own data) [18]. 

Regardless of the method used to identify the codes and understand what is hap-
pening within the technical elements of the system, the plentiful nature of interaction 
logs necessitates automated coding if researchers desire to examine interactions be-
yond a few cases. Thus, we need a means for taking the insights and labels on our 
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dataset and creating interpretable features that computers can utilize for automating 
the detection of the codes within the larger corpus of data. 

4.2 Determining Relevant Features 

In discourse-centered QE research, many researchers have chosen to use the tool 
nCoder to assist in the automation of codes [14]. The tool supports human coders in 
calculating agreement (in service of validating codes) with a computer based on tex-
tual features of each utterance. The human coders provide the desired features for the 
computer in the form of regular expressions. For example, if a researcher is trying to 
capture people talking about symptoms, they may choose to include regular expres-
sions like “headach*” and “feel” to try and capture the discussion. These expression-
based features must be developed in relation to the corpus as a whole to avoid unin-
tentionally indicating positive cases to the computer. The more data the researcher 
sees, the more refined they can make their features.  

Similar approaches are used by EDM/LA researchers when working with interac-
tion logs (see discussion in [11, 13, 32]). Once the labels have been established for 
positive and negative cases, they can be used to inform the feature generation process. 
However, features of interaction logs are not as straightforward as identifying a word 
that occurs in a sentence. Instead, aggregate features are calculated at the level of clip 
size to provide characteristics of the utterance that are interpretable by the computer. 
These features can then be used in a variety of algorithms to attempt to delineate be-
tween examples and nonexamples of the behavior. 

One method to determine which features are relevant is to consider the human per-
spective of expertise. For example, Paquette et. al [33] considered the ways that ex-
perts thought through whether students were gaming the system in an intelligent tutor-
ing system (ITS). The experts noted the importance of pause length for identifying the 
behavior within the interaction logs. When students in the ITS rapidly submitted an-
swers over and over with little pause, experts deduced that the students were not tak-
ing time to try alternative strategies and were thus, likely gaming. These features may 
not be enough to support computer interpretation on their own. For example, Paquette 
and colleagues noted that the usefulness of the pause-based features is amplified by 
considering the edit distance (a metric that shows how different two submissions are) 
of each subsequent submission by the student. Gaming behavior could include rapid, 
formulaic answers (e.g. increasing subsequent answers by 10), thus the two features 
together assist computers in identifying the behavior. 

Similar tactics could be utilized for code labels that originate from video replay or 
data visualization. Analogous to the identification of keywords as regex features, 
researchers need to consider what is leading them to code a given case positively. 
There are also general guidelines regarding what kinds of features can provide enough 
information for description of system interaction behavior [34]. Baker & Owen [34] 
describe the importance of including user behavior, system feedback, and user pro-
gression when generating feature sets. In the Plant Wars example [29], researchers 
designed features about how much fertilizer was being used, whether the game system 
indicated needing fertilizer, and player progress metrics. 
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Concerns may arise in thinking about features as aggregates (i.e. time between ac-
tions, number of clicks, etc.) that seem far removed from the phenomena of interest 
(i.e. whether a user is scanning for information or persisting in gameplay). This is 
why it is important to consider how each feature is relevant to the phenomena being 
observed. Grounding both label and feature generation in theory (see examples in [10, 
35]) can be beneficial to addressing questions of validity. Feature selection techniques 
such as correlation and checking for collinearity may also allow researchers to filter 
out less meaningful features. Striking a balance between useful features that correlate 
with the phenomena and features based on a more traditional view of construct validi-
ty may be helpful in increasing transparency of the resultant model for stakeholders 
while maintaining the ability to computationally differentiate examples and nonexam-
ples. To once again draw a comparison to textual data, it may be useful to incorporate 
a keyword “black box” in automating a code for “trust” in the context of AI discus-
sions, but the keyword on its own may oversimplify the discussion. QE relies on be-
ing able to point back at the evidence for why an utterance is coded in a particular 
way and contextualize that decision [23]. Therefore, understanding the relationship 
between feature selection and the phenomena of interest, while providing explana-
tions for their relevance, is crucial for ensuring fairness and contextually-grounded 
decisions in QE research with interaction data. 

4.3 Making Models 

Explainability is equally as important in model selection to detect code presence as it 
is in feature generation. Some ML models are more explainable or transparent than 
others in the way they present results, although recent work has attempted to increase 
the explainability of more inscrutable algorithms such as neural networks [36, 37]. 

There are potential challenges for QE researchers in trying to utilize AI models, 
even the more interpretable or explainable ones. For example, the degree to which 
explanations are interpretable to someone who is not an ML expert varies considera-
bly [37]. The potential to automate the coding of identified behaviors offers a strong 
incentive to explore machine learning models for QE, enabling deeper exploration of 
these behaviors in connection with other behaviors and participant groups. 

5 Why ML Codes are Useful for Understanding Interaction 

In this section, we provide examples of ML codes and their utility for QE research to 
understand interaction data. We draw connections between the details that QE allows 
researchers to “get right” and the ways that the ML model would support those goals. 

5.1 Situatedness Matters 

Interactions emerge from “conversation” between participants and the digital system 
[4]. These sociotechnical systems are complicated, and the interactions are nuanced in 
a way that a click may not be just a click -- it may communicate a great deal more. To 
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understand the subtleties of interactions, researchers must be able to use their codes to 
“generalize within” the context to consistently describe interactions where the pat-
terns of both user and computer system behavior remain consistent [38]. 

Take for example, the user behavior called Wheel-Spinning [39]. Students in digi-
tal learning environments may exhibit this behavior when they are stuck, thus con-
tinuing to try to solve a problem without making progress. Given just user actions, 
one may see a number of clicks and blank submissions, changes to strategy (such as 
asking the system for help), and even breaks between actions where users are consid-
ering new approaches. The system actions would likely be almost wholly consisting 
of negative feedback. Contextualizing the actions and negative feedback in light of a 
lack of forward progress allows for the existence of a Wheel-Spinning code, but so 
what? 

QE and the focus on behaviors within context would allow exploration of this be-
havior within the classroom. Many educators would likely agree that wheel-spinning 
is an intervention-worthy behavior. Do the teachers successfully intervene? Do they 
even notice? Do other students notice? How does a student’s Wheel-Spinning behav-
ior manifest in discourse or collaboration? These are all questions that rely on a deep-
er understanding of the behavior in context. To answer these questions, we need to be 
able to connect the behaviors, not just clicks or feedback, that cross the digital bound-
aries to the situational context they exist within. It isn’t just about being able to detect 
the behavior and tag it for interactions, but using QE, we may be able to uncover the 
nature of the system and its implications. 

Furthermore, the use of detectors to code the interaction log may be a methodolog-
ical necessity in this case. When participant behaviors cross over into digital spaces 
and spill into other physical spaces (either via transience in their own position or in-
teraction with other participants who are not collocated), local observation by the 
ethnographer may not adequately capture the phenomena under observation [27]. In 
other words, if a researcher is watching a student in one classroom who is playing a 
collaborative game with students in another classroom, they may miss the potential 
downstream interactions happening with the other students as a result of the digital 
interactions because they are focused on the individual in front of them. The choices 
we make as researchers in what we choose to include and attend to as data impacts the 
way we return to the observations for analysis [40]. In an effort to not lose the meta-
phorical forest for the trees, tools (like SPACLE [41]) have been developed to assist 
researchers in extending their observations to position individual interaction logs 
alongside whole class data and observations in a replay system. By employing the use 
of logged interactions, we can consider a perspective that incorporates more elements 
of the sociotechnical system in situ. 

5.2 Perspectives Matter 

We must also consider whether the codes themselves consider the user in order to 
achieve the QE principle of fairness to the community [23]. Development of emic 
codes (those which are community generated) may come directly from the user during 
open-ended experience sampling [42], for instance. Users may participate in surveys 
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where questions attempt to uncover latent constructs such as affective states; howev-
er, these self-report measures can be unreliable when moving to interpersonal ratings 
and are weakly correlated to external behavioral measures [43]. Furthermore, self-
report may be distorted by the user’s ability to accurately describe their state, a poten-
tial problem for children, and in cases where the affect/behavior is not socially ac-
ceptable. An alternate approach, in-the-moment interviews driven by detectors, cre-
ates some potential to probe deeper than a survey can [44]. For example, being able to 
detect frustration or other negative affect through interaction logs can provide a way 
to ground conversations around how design choices impact user experience [44]. 
Similar to visualization exploration, interviews where users revisit their experience 
with the technical system allow for redefinition of codes. For instance, as users dis-
cuss their experience in interviews, their responses may lead the researcher to uncover 
nuances between feelings of frustration and challenge, prompting a need to revise the 
code model for a more accurate representation. 

Why rely on ML models to begin these conversations? Tacit knowledge is often 
left out of conversations and interviews with participants; researchers don’t know to 
ask the questions, and the actions are so intuitive to users that they may not be readily 
articulated to an observer [27]. Assigning labels to moments of interest from the per-
spective of the researcher allows for more in-depth questioning about the perspective 
of the participant. 

6 Unknown Compromises in Using Machine Learning 

Although there are several potential benefits to the use of machine learning coding of 
interaction data, there are several compromises that are inherent in incorporating this 
practice into the QE workflow. Principally, there is a need for discussions centered on 
the ideas of triangulation and transparency. We begin the discussion here, raising 
questions and providing guidance for QE researchers looking to join this trajectory. 

6.1 Triangulation 

Interaction logs are not the only form of “big data,” and automated coding outside of 
detectors has been heavily leveraged by the QE community through tools like nCoder 
[14]. These tools require not only agreement between the human coders on training 
data, but also agreement between the automated classifier and both human coders in 
order to minimize uncertainty [23]. This is also a standard practice when developing 
detectors in digital environments. In almost all cases, a machine-learned model’s per-
formance is evaluated on whether its inferences agree with human coders for data not 
used to develop the models. In exemplary cases, when generalizability beyond the 
initial data and context is imperative, after a machine-learned model has been fully 
completed, entirely new data is obtained, coded by humans, and tested for agreement. 

When models underperform, researchers often return to the data in attempts to im-
prove them by both inspecting areas where models mislabeled the data and creating 
new features to help capture previously missing elements [45]. Each subsequent re-
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turn to the data allows researchers to refine their understanding of the relationship 
between features of the data and the code. The developers of Aeonium, an ML tool 
that supports qualitative coding, recommend embracing this practice and especially 
the ambiguity that arises from disagreement as a part of the process, bringing forth 
subjectivity and data inconsistencies for interrogation leading to better codes [46]. 

Additionally, discussions for acceptable kappa thresholds will be required within 
the QE community. Traditionally, kappa values above .61 have been seen as accepta-
ble in other communities [47]. In QE community tools, kappa levels of .9 are the ex-
pectation [14]. In EDM and LA, much lower levels of kappa -- as low as .2 -- are 
sometimes seen as acceptable, depending on the way a model will be used. For exam-
ple, even slightly better than chance performance may be valuable if the potential 
benefit of an intervention is high and the cost of an incorrectly-delivered intervention 
is low. These differences require that researchers are explicit about the strengths and 
weaknesses of their ML code models and the models that the codes are introduced 
into, such as network analyses. For machine-learned models, whether developed using 
nCoder or on interaction data, careful consideration is needed of whether the model’s 
accuracy is sufficient for its intended use, and what the risks to interpretation and 
fairness are of using an imperfect model. 

6.2 Transparency 

A component of the detailed explanation expected of QE researchers is the transpar-
ency with which they can tell the story of their data. Transparent models are essential 
for closing the interpretive loop [28] by connecting the final model to the codes and 
back to the data features that labeled the interaction with that code. Different ML 
models have different levels of explicability and transparency. Recent work has at-
tempted to increase the explainability of even inscrutable models such as neural net-
works [37], but these attempts remain imperfect, and explainability methods often 
disagree with each other [48]. This reifies the trade-off within machine learning be-
tween accuracy and explainability -- more accurate models are often harder to under-
stand than simpler, less accurate models. This challenge is not unique to interaction 
data; contemporary NLP approaches involving large language models can often pro-
duce much better performance (particularly for unseen data) but are much harder to 
explain or interpret. Algorithm selection may come down to weighing the cost of 
poorer accuracy against the cost of less transparency and interpretability. 

7  Conclusions 

Qualitative interpretations of a phenomena are deeply personal to the position of the 
researcher, the participants, and the context within which the observations take place 
[49]. Digital tools are now pervasive in the spaces we work in, and many phenomena 
of interest to QE researchers also involve digital data. These tools offer potential in-
sights that may help to reframe participant actions and behaviors that cannot be fully 
understood from place-based observation or even participant interviews. Leveraging 
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data as a talking point with participants may allow researchers to identify novel be-
haviors and better understand how those behaviors are situated within the context of 
study (e.g. life changes for young gamers [29]). Machine-learned models developed 
using interaction data may provide insights into fine-grained aspects of user activity 
that are emergent and hard to otherwise study. Interaction logs provide valuable in-
formation to the QE researcher; the challenge for the community will be to continue 
finding and refining methods that allow for transparent description of this data and to 
continue pursuing development and alignment of QE paradigms for research involv-
ing this data, while maintaining the principles and research values of the QE commu-
nity more broadly. 
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