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Abstract. This paper investigates the potential of utilizing ChatGPT (GPT-4) as 
a tool for supporting coding processes for Quantitative Ethnography research. 
We compare the use of ChatGPT and nCoder, the most widely used automated 
coding tool in the QE community, on a dataset of press releases and public 
addresses delivered by governmental leaders from seven countries from late 
February to late March 2020. The study assesses the accuracy of the automated 
coding procedures between the two tools, and the role that ChatGPT’s 
explanations of its coding decisions can play in improving the consistency and 
construct validity of human-generated codes. Results suggest that both ChatGPT 
and nCoder have advantages and disadvantages depending on the context, nature 
of the data, and researchers’ goals. While nCoder is useful for straightforward 
coding schemes represented through regular expressions, ChatGPT can better 
capture a variety of language structures. ChatGPT's ability to provide 
explanations for its decisions can also help enhance construct validity, identify 
ambiguity in code definitions, and assist human coders in achieving high 
interrater reliability. Although we identify limitations of ChatGPT in coding 
constructs open to human interpretations and encompassing multiple concepts, 
we highlight opportunities and potential benefits provided by ChatGPT as a tool 
to support human researchers in their coding process. 
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1 Introduction  

One of the key components of qualitative analysis of textual data is the process of 
defining themes and patterns and identifying where they appear in the data, to derive 
meaningful insights. This is especially true in quantitative ethnographic (QE) research, 
where theoretical and practical attention has been paid to the concept of fairness to 
ensure interpretations are consistently agreed upon by relevant stakeholders and that 
different manifestations of the same concept are comparable [1, 2]. This process of 
assigning valid codes in a reliable manner often proves both tedious and complex. 
Establishing inter-coder agreement can reduce the time and effort spent by allowing 
researchers to code sections of the dataset independently but remain time-consuming. 
While manual coding techniques remain popular in both QE and broader research [3], 
such approaches remain unsuitable for larger datasets, and the potential for human error 
remains. 
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Recent efforts to offload the burden of coding while maintaining or maximizing 
fairness have drawn on the affordances of computer science and natural language 
processing technologies. The development of automated coding tools such as nCoder 
[4], for example, has assisted researchers in coding data that would otherwise 
necessitate an extensive and time-consuming manual process. This freely accessible 
online tool (https://app.n-coder.org/), enables users to define codes and automate the 
coding process based on regular expressions provided by the researchers [5]. nCoder 
also allows for the assessment of coding agreement between and across humans and 
machines, and supports reviewing any disagreements to support a human analyst in 
refining the regular expressions used in these classifiers. Through this iterative process, 
the classifiers become more capable and proficient at discerning language structures 
that signify the presence of each code on each line. Once researchers deem the 
agreement between themselves and the detector sufficiently high, based on indicators 
such as Kappa, precision, recall, and Shaffer's rho [1, 6, 7], researchers can then 
generalize these classifiers to code the entire dataset. While nCoder has proved useful 
in QE research [3], there are still concerns that nCoder may be unable to capture all 
cases where a human would identify a code (recall), as regular expressions may not 
match human coders’ capacity to consider contextual features or semantic nuance. 

A similar iterative process could be conducted with other algorithms as well. There 
is an extensive history of machine learning methods being used to code textual data [8-
10], with neural networks emerging as a particularly effective algorithm for this 
application in the last few years [11-13]. Very recent work has suggested that the use 
of neural networks may make possible to enhance the process of qualitative coding, 
through suggesting cases to code [14]. Other very recent work has demonstrated the 
potential of Large Language Models (LLM) such as ChatGPT [15] to perform 
automated coding of textual data [16]. LLMs can discern semantic relationships among 
words and concepts, capturing complex linguistic patterns that are difficult for human 
beings to identify rationally through regular expressions. Furthermore, ChatGPT's 
ability to interact with human beings enables a human analyst to query it to better 
understand the conceptual reasons for discrepancies between human and machine 
coding, potentially furnishing valuable insights that may enhance human coding 
practices. For this reason, LLM chatbots such as ChatGPT hold potential utility as a 
coding instrument that can facilitate higher-fidelity automated coding with less effort 
than the methods currently most-widely used in quantitative ethnography.  

Given these possibilities, this work is an exploratory look at the potential of 
ChatGPT for supporting data coding processes in Quantitative Ethnography. We 
evaluate the accuracy and reliability of ChatGPT within the context of a dataset 
consisting of press releases and public addresses delivered by governmental leaders 
from seven countries during the period of late February to late March 2020 [17]. We 
investigate the consistency and construct validity of both ChatGPT and nCoder’s 
automated coding procedures as compared to human-generated codes, and examine the 
role that ChatGPT's explanations of its coding decisions in supporting humans in 
revising a coding scheme. 
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2 Methods 

2.1 Study Contexts 

In this study, we examine the potential advantages of utilizing ChatGPT (GPT-4 model; 
see [15]) in the coding process. We first focus on improving the accuracy of the 
automated coding procedure, using nCoder as a reference for comparison. Then, we 
assess the consistency and construct validity among human-generated codes using 
ChatGPTs explanations of its coding decisions. 

For this purpose, we employ a dataset that comprises transcripts of press releases 
and public addresses delivered by governmental leaders from seven countries from late 
February to late March 2020 [17]. The authors used a codebook incorporating seven 
categories: Medical Positive, Medical Negative, Economic Positive, Economic 
Negative, Social Positive, Social Negative, and Political Positive. One of the authors 
that originally used this dataset contributed to this analysis to reduce any potential risk 
of misinterpretation of the original codebook. The average inter-rater agreement, 
measured by Cohen's Kappa, was 0.94. For a more comprehensive discussion of the 
codebook, refer to [17].  

We selected this dataset because the categorization of the content of leaders' 
discourse in the seven constructs defined by the authors is complex. In this dataset, 
similar information can be conveyed using a wide variety of vocabulary, and subtle 
differences between some constructs, such as social and political, or between positive 
and negative sentiment within the same construct, may prove difficult to distinguish 
reliably using automated classifiers. Therefore, we hypothesize that automated coding 
based on semantic similarity could be more effective than relying on exact wording for 
this dataset, making this a case where ChatGPT might demonstrate advantages relative 
to nCoder.  
 
2.2 Coding Process with nCoder and ChatGPT 

For both nCoder and ChatGPT, we randomly selected a training set of 100 lines from 
the original dataset. We tested both nCoder and ChatGPT’s performance using an 
additional set of 100 unobserved lines from the dataset.We used the same training set 
and test set for both nCoder and ChatGPT.  

Following the process outlined by Cai et al. [5], we used an iterative approach to 
craft regular expressions in nCoder that maximized agreement between the classifier 
and human coders for each code category. We first established a set of regular 
expressions based on the construct definitions provided by [17] and applied them to 
code the training set. We then analyzed any instances where nCoder and human coders 
disagreed and evaluated the effect of adding or deleting regular expressions on the 
overall kappa value. Next, we fine-tuned the regular expressions to enhance the 
agreement between nCoder and humans for the training set. Finally, we tested the 
optimized regular expressions on an additional set of 100 unobserved lines for each 
construct. 

 We adopted a similar approach for ChatGPT. For each construct, we provided 
ChatGPT with the construct name and original definition that was used by the authors 
[17]. We then addressed each disagreement between ChatGPT and human coders by 
requesting explanations from ChatGPT regarding its decisions. We incorporated these 
explanations to enhance the code definitions used in the prompts for ChatGPT, refining, 
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clarifying, or supplementing the definitions where needed, and including clarifying 
statements and examples of appropriate and inappropriate phrases to help define the 
constructs. It is important to note that the definitions given to ChatGPT were revised, 
but we did not subsequently have the human coders re-code the data based using this 
modified codebook (we discuss this possibility below). We also asked ChatGPT for 
suggestions for updating the definitions to gain insights about how we could reframe 
the definitions of each construct. Any definitions or supplements suggested by 
ChatGPT were reviewed and fine-tuned by human researchers. If a revised code 
definition negatively impacted the agreement between ChatGPT and human coders, we 
disregarded that new definition and proceeded to the next disagreement until we had 
reviewed the entire training set once. The flowchart of this process is presented in 
Figure 1. 

An example of this process is shown in the results section. To avoid confusing 
ChatGPT due to information overload, we limited each definition to a maximum of five 
sentences. The coding process with ChatGPT was conducted in subsets of 25 lines, 
repeating the process four times, due to the maximum prompt length currently allowed 
by ChatGPT. After completing all coding, review, and refinement, we compared 
ChatGPT’s performance to nCoder, using 100 additional unobserved lines from the 
dataset. This test set was the same for both coding strategies. Kappa, precision, recall, 
and Shaffer’s rho [6, 7] were then calculated for the comparison between nCoder and 
ChatGPT using [18]. 

3 Results 

3.1 Prompt creation 

In this section, we illustrate an example of the ChatGPT prompt creation process using 
the code category labeled as Social Positive. According to [17], this construct is 
associated with concepts such as empathy, community, unity, and public education. 
Based on this original definition, we tasked ChatGPT with coding the training set of 
100 randomly selected lines (in sets of 25 lines, as mentioned above). The first 
disagreement observed between ChatGPT and human coders occurs in Line 280, which 
states: "Let us never despair." ChatGPT justified its choice of coding this line under the 
construct of Social Positive by explaining that:  

This line conveys a message of hope and unity, encouraging people to remain 
hopeful and resilient in the face of challenges. It promotes a positive attitude and 
urges community members to support each other, which aligns with the concept of 

Social Positive. 

Human coders, on the other hand, determined that this line should be coded as Social 
Negative, as they viewed it as a warning rather than a message of hope. After providing  
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Fig. 1. Flowchart of the proposed process for developing the coding prompt of one construct 
using ChatGPT. 

this clarification and requesting a revised definition of the code, ChatGPT responded: 

I apologize for the misunderstanding. To modify the original definition of Social 
Positive, you may want to emphasize the explicit demonstration of beneficial impact, 

and provide clearer examples. Here's an updated definition: 

The concept of "social positive" refers to actions, attitudes, or behaviors that 
explicitly demonstrate a beneficial impact on society or positive perceptions of the 
community, through promoting activities or initiatives that directly support the 
community. Some examples of this concept are: volunteering, community-building 
events, promoting unity and collaboration, educational programs, or clear 
expressions of empathy and support for fellow community members. 
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Based on this new definition, we ask chatGPT to code the training set again and 
continue to the next disagreement, which occurred in Line 71, which states: "My dear 
fellow citizens." According to ChatGPT: 

 
This line is a simple salutation or greeting addressed to the citizens. Although it 
demonstrates a level of empathy and connection, it does not explicitly promote 
activities or initiatives directly supporting the community, unity, collaboration, or 

educational programs as described in the revised definition of Social Positive. 

Based on this explanation, we clarified to ChatGPT that greetings that show 
empathy and camaraderie should also be considered under the category Social Positive. 
After offering ChatGPT this clarification, ChatGPT developed the following definition 
of the code: 

The concept of "social positive" refers to actions, attitudes, or behaviors that 
explicitly demonstrate a beneficial impact on society or positive perceptions of the 
community, through promoting activities or initiatives that directly support the 
community or by expressing empathy and connection. Some examples of this 
concept are: volunteering, community-building events, promoting unity and 
collaboration, educational programs, clear expressions of empathy and support for 
fellow community members, or heartfelt greetings that display a sense of 

camaraderie and connection. 

This process was replicated for all disagreements in the training set of each code 
category. In nCoder, code and coding refinement requires that researchers examine 
inconsistencies, diagnose validity or consistency issues independently from the tool, 
and alter regular expressions accordingly. Through the use of ChatGPT, the process 
becomes more interactive and embedded in the study context (code and data features), 
serving as a scaffolded support for identifying and addressing issues related to construct 
validity (code definitions) or consistency (code applications).  

3.2 Agreement metrics 

Table 1 shows the degree of agreement between machine and human codes. During 
training, nCoder shows higher agreement with human coders (average Kappa = 0.77) 
than ChatGPT (average Kappa = 0.54), which is likely due to the use of regular 
expressions that explicitly define the words and language structures considered by 
humans when categorizing the examples. For the test data, nCoder also shows a higher 
level of agreement with human coders (Kappa = 0.53) compared to ChatGPT (Kappa 
= 0.46). In terms of precision, which assesses the machine's ability to accurately identify 
the presence of a construct in each line while minimizing false positives, nCoder 
(Precision = 0.79) outperforms ChatGPT (Precision = 0.52). However, for recall, which 
evaluates the proportion of true positive categorizations made by the machine over all 
the actual positives coded by humans, ChatGPT (Recall = 0.8) surpasses nCoder (Recall 
= 0.6). 

In looking at these differences, one of the key factors is whether specific words are 
sufficient to recognize a category. Take, for example, the Medical Positive code, which 
exhibits a precision of 0.88 but a recall of 0.54 for nCoder. For this code, the presence 
of words such as "vaccines" or "hospitals" allows nCoder to easily recognize this 
construct. Consequently, each time a new unobserved line contains either of these 
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words, if there is no language structure indicating a reduction or absence, the nCoder 
classifier can categorize it as Medical Positive with a low risk of error. However, 
nCoder may struggle to generalize to all the names of medical institutions or devices 
that were not observed during training. In other words, although nCoder’s precision can 
be relatively high because it received specific examples for each code category, it may 
face low recall when generalized to broader data, since regular expressions require 
exact words.  As Cai et al. [5] note, it is impossible to provide nCoder with all possible 
examples. 

Table 1. Training and testing agreement between human and machine coding. 

Code Machine 
Coder 

Train Test 
Kappa Kappa Precision Recall Shaffer’s rho 

Medical/ 
Positive 

nCoder 0.85 0.5 0.88 0.54 1 

ChatGPT 0.59 0.47 0.59 0.69 1 

Medical/ 
Negative 

nCoder 0.73 0.39 0.65 0.5 1 

ChatGPT 0.54 0.50 0.60 0.69 1 

Economic/ 
Positive 

nCoder 0.83 0.64 0.76 0.7 0.5 

ChatGPT 0.87 0.83 0.90 0.87 0.04 

Economic/ 
Negative 

nCoder 0.82 0.47 1 0.43 1 

ChatGPT 0.56 0.51 0.42 0.89 1 

Social/ 
Positive 

nCoder 0.78 0.66 0.83 0.8 0.47 

ChatGPT 0.46 0.38 0.5 0.81 1 

Social/ 
Negative 

nCoder 0.86 0.67 0.82 0.69 0.46 

ChatGPT 0.31 0.2 0.27 0.83 1 

Political/ 
Positive 

nCoder 0.55 0.41 0.58 0.54 1 

ChatGPT 0.46 0.32 0.36 0.84 1 

Average 
nCoder 0.77 0.53 0.79 0.60 0.78 

ChatGPT 0.54 0.46 0.52 0.80 0.86 

 

As ChatGPT is a pre-trained LLM, recall issues can be mitigated by the vocabulary 
and semantic structures that ChatGPT has already learned. For example, for the Medical 
Positive code, ChatGPT has previously learned a broad range of medical vocabulary, 
under the semantic field of medicine or health, which can enable it to recognize 
organizations, devices, or other concepts that are not observed during the training 
process but that would be related to the code category. This capability of ChatGPT is 
also evident in the examples provided when defining the prompt of the category Social 
Positive in Section 3.1. ChatGPT identified a greeting even without being given an 
example or the explicit language structure of a greeting in the prompt.  
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In general, ChatGPT can offer high performance in code categories where the range 
of possible interpretations is limited, and the semantic field is concrete. For instance, 
for the construct Economic Positive, which the authors originally defined as any 
concept related to commerce, trade, and marketplace, ChatGPT achieves precision and 
recall greater than 0.85 and a Shaffer’s rho of 0.04, indicating it can accurately code the 
entire dataset for this construct according to the standards suggested by [1, 6]. However, 
for constructs that are more open to interpretation or less thematically discrete, 
ChatGPT’s pre-established semantic connections may result in overgeneralization, 
leading to the incorrect categorization of some lines as belonging to those constructs. 
This issue is apparent in the lower precision shown by ChatGPT for code categories 
about social or political actions compared to nCoder. For example, Line 1 of Emmanuel 
Macron’s speech states:  

 
“Thursday evening, I spoke to you to discuss the health crisis that our country is 
going through. Until then, the epidemic may have been a distant idea for some, it 
has become an immediate, pressing reality.” 

 
This line was categorized as Medical Negative by human coders, who identified the 

concept of a health crisis in this line exclusively as a medical issue, recognizing that its 
social and economic consequences are not mentioned within the line. However, 
ChatGPT interpreted this line as belonging to both Medical and Social Negative 
categories, providing the following rationale for the Social Negative construct: 
 

This line is coded as Social Negative because it refers to the negative consequences 
of the ongoing crisis, which likely includes social issues such as close contact 
restrictions, lockdowns, or other related social issues. The statement implies that 
the implemented measures are a response to the crisis, and the deepening of the 
crisis suggests that the population is facing challenges and difficulties. 

 
Even after instructing ChatGPT not to categorize lines that exclusively refer to the 

health issues of the pandemic as Social or Economic Negative, its semantic structures 
continue to classify such lines as Social Negative. This overgeneralization is the main 
reason for the relatively low precision ChatGPT achieves. 
 

3.3 ChatGPT explanations for consistency checks and construct validity 

When we consider nCoder and ChatGPT’s properties for replicating human coding on 
this task, it is worth noting that human coding can also be fallible. A low precision or 
recall can indicate that ChatGPT or nCoder perform poorly in the coding task, but it 
also can represent fuzziness in the construct being coded by humans. Disagreements 
between human coders and ChatGPT or nCoder can arise from inconsistencies or 
idiosyncrasies in how a construct is conceived or coded. Therefore, although the 
semantic structures developed by ChatGPT as described in the previous sections may 
be imperfect at capturing the codes, the tool’s capacity to offer explanations grounded 
in those previous structures can be valuable for detecting possible inconsistencies and 
idiosyncrasies in human understanding. This provides an additional perspective for 
some decisions in the coding process, supporting the humans who make decisions about 
codes in a critical examination of their interpretations and assumptions. 
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ChatGPT’s grounded and detailed explanations offer an opportunity for human 
coders to identify and critically reexamine any inconsistencies that may exist between 
any code they apply and their working understandings of the code categories. ChatGPT 
can support human coders to think through their own rationales (and any underlying 
assumptions) while coding, especially when a code definition is more subjective or 
leaves room for interpretation. It can offer peer-like support (a thought-partner) to help 
human coders be aware of their own decision process in a more systematic fashion. An 
exploration of repetitive inconsistencies may also further highlight issues in construct 
validity, when the coding scheme is not clearly defined or fails to capture the underlying 
construct [19-21]. 

These types of inconsistencies can occur in almost any coding scheme attempting 
to capture complex, rich constructs. Though we explore them in [17] work, it is 
important to note that these inconsistencies only manifest in a small proportion of the 
data codes. We highlight them with the purpose of showing the potential benefits of 
using ChatGPT as an additional tool for revising the inconsistencies that can be present 
in the human coding process -- even for coding schemes and codes that are generally 
high-quality -- and for enhancing construct validity and interrater reliability. 

We can illustrate this process by studying the construct with the lowest agreement 
between humans and ChatGPT, Social Negative. This code category was originally 
defined to include “nationalism, xenophobia, racism, lockdown, and closed schools” 
[17], a broad range of topics. However, on two occasions, human coders agreed not to 
categorize lines related to school closures and lockdowns under the Social Negative 
construct. For example, Line 136 from the speech by Yoshihide Suga states:  

 
"We ask private companies to take into consideration the situation of employees 
with children. In particular, the closure of schools will be a very significant burden 
for micro-, small- and medium-sized business operators, who already routinely face 
a shortage of workers, as well as medical professionals and nursing and childcare 
workers." 

 
Although human coders did not consider this to be within Social Negative category, 

ChatGPT categorized this line as Social Negative arguing that: 
 

It [Line 136] addresses the negative consequences faced by employees with children 
due to the closure of schools, which is a social issue. The line highlights the 
challenges and difficulties that micro-, small-, and medium-sized business 
operators, medical professionals, and childcare workers experience as a result of 
this situation. 

 
In this example, ChatGPT clearly associated the school closure mentioned in this 

line with the original definition of the code category Social Negative. Similarly, for 

Line 196 in the speech by Cyril Ramaphosa, which mentioned: 

"As a consequence, the National Coronavirus Command Council has decided to 
enforce a nation-wide lockdown for 21 days with effect from midnight on Thursday 
26 March," 

 
ChatGPT coded this as Social Negative due to the inclusion of the concept of 

lockdown, disagreeing with the human coders, who coded this as Political Positive. 
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Although human coders included lockdown as one of the examples of the Social 
Negative code, they agreed not to code Line 196 as Social Negative. The explanation 
provided by ChatGPT was: 

This line is associated with the concept of "Social Negative" because it discusses a 
nation-wide lockdown, which is a direct response to a social issue (the pandemic). 
Lockdowns lead to negative consequences and difficulties faced by the population, 
such as restrictions on movement, closures of businesses, and potential economic 
repercussions. 

 
This explanation reveals again that ChatGPT was not fully successful in 

differentiating between medical and social issues, which aligns with COVID-19 
emerging in 2020 as a global medical concern with a high level of social impact. As 
mentioned earlier, this limitation is a primary cause of the low precision (but high 
recall) exhibited by ChatGPT when identifying the Social Positive and Social Negative 
constructs. Despite this limitation, ChatGPT proved helpful, detecting that human 
coders were not classifying this line adhering to the predetermined definition of Social 
Negative.  

Furthermore, ChatGPT also provided the opportunity to continue consideration of 
these disagreements. For instance, after reviewing its explanation for the coding of Line 
196, we clarified to ChatGPT that, under the original coding scheme, the pandemic is 
considered a medical issue rather than a social issue. ChatGPT's response to this 
explanation was: 

 
You're right that the pandemic is primarily a medical issue. However, the 
consequences of the pandemic, such as lockdowns and restrictions, have significant 
social impacts as well. These social impacts include disruptions to daily life, 
economic challenges, and mental health issues, among others. In this context, line 
196 touches upon a "social negative" aspect since it refers to the implementation of 
a lockdown, which affects the social life and well-being of the population. 

 
This response serves as evidence that ChatGPT can present valid justifications for 

its coding decisions and maintain consistency in those decisions, providing similar 
argumentation to the one previously observed in the example shown in Section 3.2 for 
Line 1. While it may not necessarily persuade human researchers to modify their own 
coding schemes, it can prompt them to engage in more critical reflection, in this case 
on the discreteness of coding categories.  

In addition to discrepancies between construct definitions and coding, ChatGPT can 
also assist in uncovering inconsistencies between two lines that have similar semantic 
meanings but were coded differently by humans. For instance, human coders agreed to 
categorize the following lines in the speech by Cyril Ramaphosa as Social Positive but 
not as Medical Positive: 

 
- Wash hands frequently with hand sanitisers or soap and water for at least 20 
seconds; 
- Cover our nose and mouth when coughing and sneezing with tissue or flexed 
elbow; 
- Avoid close contact with anyone with cold or flu-like symptoms. 
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This categorization suggests that, for these human coders, all instructions aimed at 
citizens for reducing contagion risk, without any negative connotation in the message, 
should be coded exclusively as Social Positive. However, Line 174 in the speech by 
Cyril Ramaphosa, which states, "We reiterate that the most effective way to prevent 
infection is through basic changes in individual behavior and hygiene," was coded as 
both Medical and Social by human coders. ChatGPT therefore argues that this set of 
lines should be categorized consistently. It categorizes all the abovementioned lines as 
Medical Positive and provided the following rationale for each of them regarding the 
Social Negative construct: 

 
This line provides a recommendation for a hygienic practice to help prevent the 
spread of illness. It does not explicitly discuss any of the social issues mentioned in 
the definition of "social negative" (nationalism, xenophobia, racism, stockpiling, 
basic necessities unsatisfied, lockdowns, and closed schools) nor does it highlight 
the negative aspect of these issues. Therefore, it was coded as 0, meaning it is not 
associated with the concept of Social Negative. 

 
ChatGPT’s primary contribution is not to correct human coding on these lines, but 

to emphasize that all of these lines should be categorized consistently. Consequently, 
ChatGPT may also be employed as an additional means of reviewing the application of 
codes across the dataset, reducing potential inconsistencies even after agreement has 
been reached between the two human coders. 

However, ChatGPT’s reasoning is still imperfect in many cases. For instance, Line 
163 in Cyril Ramaphosa’s speech - "The response of the South African people to this 
crisis has been remarkable. Millions of our people have understood the gravity of the 
situation" - was coded by ChatGPT as Social Negative rather than Social Positive, with 
the following rationale: 

 
It [Line 163] refers to the crisis and the gravity of the situation being faced by the 
South African people, highlighting the challenges and difficulties they are 
experiencing due to the crisis. While it doesn't mention a specific social issue, it 
implies that there are negative consequences faced by the population in a broader 
context. 

 
This example illustrates that ChatGPT can sometimes overlook valuable nuances 

within lines, such as the word “remarkable”, which gives this line a positive 
connotation that caused humans to categorize it under the Social Positive construct 
instead of Social Negative. Therefore, although ChatGPT's explanations can be 
valuable for detecting possible inconsistencies in human coding, it can also neglect 
relevant information, focusing on other words or concepts that it considers more 
relevant, leading to errors in ChatGPT's coding. Despite these limitations, the examples 
discussed in this section demonstrate how ChatGPT has the potential to support human 
coders by providing explanations and warnings about possible issues in their codes 
and/or coding schemes. These explanations can assist human coders in becoming more 
aware of their own decision-making process and becoming more systematic. Repetitive 
inconsistencies may also highlight issues with construct validity, alerting human 
researchers to aspects of the coding scheme that are not clearly defined or fail to capture 
the intended construct. 
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4 Discussion & Conclusions 

In this paper, we have discussed how ChatGPT can be a useful tool for improving the 
coding process. We first explored the use of ChatGPT as a tool for automated coding. 
We compared ChatGPT with nCoder, the current most common tool for automated 
coding within the quantitative ethnography community, in terms of each approach’s 
performance for unseen data. We observed that the tools had different affordances and 
constraints, suggesting that the decision to use one or the other depends on the context 
and the nature of the data, as well as the researcher’s goals. The use of the regular 
expressions in nCoder led to higher precision but lower recall, as it could capture 
exactly what the human coder intended but often could not capture ways to phrase the 
construct that were not seen in the training data. By contrast, ChatGPT can achieve 
better recall because it can capture the same semantic meaning represented with 
different words and phrases, but in some cases, it can miss nuances or misinterpret 
information, leading to lower precision for some constructs. 

Based on these results, nCoder might be more helpful than ChatGPT in contexts 
and codebooks in which a code can be represented through a small set of regular 
expressions. However, even in those situations, ChatGPT’s prompts can be fine-tuned 
to recognize specific language structures. Although we did not explore the use of 
regular expressions in ChatGPT’s prompts, if the definitions on those prompts 
specifically include the set of regular expressions that ChatGPT should use during the 
coding process, it might be able to emulate nCoder functioning. Nevertheless, for this 
type of more concrete constructs, the semantic structures previously learned by 
ChatGPT can also be enough for reaching a higher agreement. For example, the 
agreement between ChatGPT and human coders was the highest for the construct 
Economic Positive, outperforming nCoder without needing to include any regular 
expression in the prompt. 

On the other hand, ChatGPT’s agreement with human coders diminished for 
constructs with less concrete definitions and constructs open to human interpretation. 
Consider, for example, the Social Positive and Social Negative constructs, for which 
ChatGPT had the lowest agreement. Firstly, these two codes are prone to subjective 
interpretation regarding what constitutes positivity or negativity; this also holds true for 
social, political, and economic aspects to a lesser extent. In addition, the Social 
constructs emerged in inductive coding as a broader, catch-all code that covers a wider 
spectrum of concepts from more diverse semantic domains, such as healthcare 
guidelines, education, empathy, lockdowns, and xenophobia, which may not fall under 
a single discrete thematic construct in many cases. In fact, ChatGPT was more likely to 
relate health care instructions with medical concepts (Medical Positive) than with 
community empathy or unity (Social Positive). Therefore, we hypothesize that 
ChatGPT may be most successful with constructs that are mutually exclusive and 
collectively exhaustive [19]. However, this does not indicate that ChatGPT does not 
provide valuable insights about constructs that are less thematically discrete.  

As previously mentioned, the indicators presented in this study evaluate the          
(dis-)agreement between human and machine coding, but they do not necessarily 
establish which one is accurate or erroneous. Consequently, a reduced Kappa, 
precision, or recall for ChatGPT (or nCoder) only indicates that the automated method 
has a different understanding of the code definitions provided by the human 
researchers. Therefore, even with constructs where the agreement between ChatGPT 
and human beings is low, the main benefit offered by ChatGPT, as we demonstrate in 
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section 3, is that ChatGPT can explain its reasoning. These explanations help the human 
using ChatGPT to gain more insight into these disagreements and review whether any 
inconsistencies in human coding have gone undetected during the earlier interrater 
reliability checking with another human. Ultimately, even if ChatGPT’s insight into its 
own decisions is not fully correct, human coders may find the explanations it provides 
valuable for supporting reflexivity around the coding process. 

Moreover, ChatGPT’s ability to provide explanations can also be valuable for 
enhancing construct validity by identifying potential ambiguity in the definition of a 
coding category and illustrating when and how a code may not appropriately capture 
the phenomenon/construct. Human-developed code definitions, even after substantial 
attempts to reach clarity, still often leave room for interpretation. ChatGPT can help to 
tackle this issue by providing elaborate explanations for the reasons for each of its 
codes, enabling humans to develop richer, more contextualized, and more concrete code 
definitions. This may make it easier to get high inter-rater reliability amongst human 
coders, and eventually to achieve better human-computer agreement. This approach 
may also prove useful for checking and improving consistency across longer human-
coded datasets, as coders often refine construct definitions and code applications over 
time (drift, see [20]). If we train ChatGPT with definitions and examples of constructs 
at the end of the coding process, it could help coders detect and resolve inconsistencies 
in earlier coding stages without needing us to check or recode the entire dataset. Future 
work might also examine the potential for ChatGPT, and LLMs in general, to support 
thematic analysis of qualitative data as part of the inductive development of codes and 
coding schemes. Each of these directions for future research (construct validity, drift, 
and inductive code development) could yield valuable insights into the potential of 
ChatGPT as a responsive resource for qualitative data analysis beyond its benefits for 
automation of the coding process. 

This paper has explored the potential of ChatGPT as a tool for supporting the coding 
process. ChatGPT has specific affordances and limitations for coding certain constructs 
in specific contexts as compared to other automated tools such as nCoder. Beyond this, 
ChatGPT can also provide justifications for coding decisions that can help researchers 
to develop richer and more concrete or complete construct definitions. This feature also 
offers an extra layer of verification of the accuracy and consistency of codes and 
constructs, ultimately improving the current approach of assessing validity through 
assessing inter-rater reliability. The application of language models such as ChatGPT 
in qualitative research is quite new. Further exploration of their potential is necessary, 
particularly in terms of their ability to enhance fairness and reliability in coding and 
analysis. Therefore, we encourage our colleagues to continue exploring the possibilities 
and constraints of large language models to facilitate their effective utilization in 
research. Our hope is that this work opens new avenues in quantitative ethnography to 
explore the potential of GPT and other language models to refine the coding process 
and enhance our understanding of complex data. 
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