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Abstract. Cohen’s Kappa has been used in interrater reliability calculation for 
decades, often for small samples. Recently, researchers within the quantitative 
ethnography community have argued that Cohen’s Kappa cannot validly be used 
without much larger samples [1, 2]. Within this paper, we argue that this conclu-
sion is drawn based upon assumptions that are overly conservative. For example, 
not taking into account the amount of error in a Kappa estimate and using a sta-
tistical significance criterion rather than a statistical power analysis criterion for 
an analysis that is conceptually analogous to power analysis. We present a Monte 
Carlo analysis that assesses inter-rater reliability based on distance between the 
population Kappa and threshold Kappa (i.e., the degree of error), for a range of 
population Kappa values, threshold Kappa values, and sample sizes. Our findings 
indicate that Kappa can reasonably be used at the sample sizes often used in prac-
tice, either by raising threshold Kappa or by adopting the level of stringency used 
in statistical power analysis. 
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1 Introduction 

One of the key first steps in the process of conducting epistemic network analysis is to 
transform data into a set of elements whose interrelationships can be visualized in one 
or more epistemic network graphs [3]. Though these elements can come from a variety 
of different sources, the most common source comes from the coding of data, typically 
a systematic process where data is analyzed qualitatively for meaning and assigned cat-
egorical codes [8, 10]. Today, a significant proportion of the data sets analyzed through 
epistemic network analysis use machine-coding of textual data, involving natural lan-
guage processing [6]. However, even when analyzing data coded by natural language 
processing, it is still important within quantitative ethnography to align those codes to 
theory and/or human understanding [5, 7]. Creating this alignment, therefore, often still 
involves first obtaining a training data set of human-coded examples to bootstrap the 
process of machine learning [6] (although recent work has also investigated entirely 
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bottom-up methods of deriving codes from natural language data -- see [8] -- where 
alignment to theory would therefore occur later in the process).  

Whether the eventual codes analyzed are produced by human coders or natural lan-
guage processing, there is typically an initial phase of human coding. In this phase, the 
quantitative ethnography community -- like the qualitative research community before 
it (e.g., [9, 10]) -- often relies upon a process of validating that human coders can come 
to agreement on the mapping between codes and specific examples. In the key stage of 
this process, referred to as The Common Method for IRR Measurement, human coders 
separately code the same set of examples and then check how well they agree [1, 2].  

The traditional and still most frequent method across fields for validating whether 
coders agree about specific examples better than chance is to use Cohen’s Kappa [11]. 
Cohen’s Kappa computes a base rate for the degree of agreement that could be expected 
by chance simply due to each coder’s proportion of coding each category in the data. It 
then compares the actual degree of agreement to this base rate, to obtain a base-rate 
adjusted estimate of agreement.  

There is an extensive literature of critique of Cohen’s Kappa, which we will review 
in the following section. Perhaps most notable to the Quantitative Ethnography com-
munity, Eagan and colleagues [1, 2] argue that Kappa has an unacceptably high Type I 
error rate when used in the fashion it is commonly used within the Quantitative Eth-
nography community and related communities. They recommend instead using a dif-
ferent method, Shaffer’s Rho, for inter-rater analysis.  

In this paper, we offer a critique of the analysis of Kappa and other metrics offered 
by Eagan and colleagues [1, 2], comparing their approach’s stringency and assumptions 
to power analysis. We find that their approach is analogous to statistical power analysis 
at two key steps, but is substantially more conservative (than statistical power analysis) 
at each of these steps. We then propose an alternative to the analysis conducted in this 
earlier work, that attempts to align more closely to the assumptions and degree of con-
servatism of statistical power analysis. This analysis, like the analysis in [1, 2] takes the 
form of a Monte Carlo analysis, but with different assumptions. Our analysis finds, as 
Eagan and colleagues do, that current practice is underpowered in some cases (i.e., spe-
cific choices of threshold and sample size seen in the literature are underpowered), but 
substantially less often than their analysis would suggest. We suggest a way for select-
ing appropriate sample sizes and a route forward for the continued principled use of 
Kappa. 

2 Kappa: An Often-Criticized, Still-Used Metric 

Cohen’s Kappa [11] has been used for several purposes in the social sciences (and in 
research more broadly). Two of the most frequent uses in recent years are (1) to evaluate 
the degree of inter-rater reliability in qualitative data coding and (2) to evaluate models 
in machine learning. Kappa’s popularity can be shown in the high levels of citation it 
has received – Cohen’s 1960 paper [11] has been cited 14,500 times on Google Scholar 
in the last five years alone, with many more citations for other articles on the metric 
and substantial use of Kappa without citation. 
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Despite this enduring popularity, there have been concerns about Kappa from fairly 
shortly after its initial use, and work to extend Kappa through approaches such as Fleiss’ 
Kappa [12], which allows for a larger number of raters, and Weighted Kappa [13], 
which works on data that is ordinal or where some labels are considered more related 
than others. In particular, Kappa has undesirable performance for very high base rates 
and very low base rates [14, 15], a finding replicated empirically by [16], who find that 
similar problems also impact several other widely used metrics, such as accuracy and 
F-score. Another key issue with Cohen’s Kappa is that there is no agreed single way to 
compute a standard error for this metric [17]. This is because the probability density 
function is asymmetric in most cases, and shifts based upon the base rate, making it 
difficult to conduct statistical analysis. This discovery led to concern about initial table-
based and mathematical methods for sample size selection for Kappa (cf. [18]). Re-
searchers analyzing the properties of Cohen’s Kappa have, therefore, often resorted to 
the use of simulations and Monte Carlo analyses (e.g., [1, 2, 16] and this paper).  

More recently, alternatives such as the Matthews Correlation Coefficient/phi [19], 
PABAK [20], and Shaffer’s rho [5] have emerged, with Shaffer’s rho gaining particular 
prominence in the quantitative ethnography community. Metric-based approaches such 
as the Matthews Correlation Coefficient and PABAK provide an alternate way to math-
ematically compute agreement, whereas Shaffer’s rho is a computational method of 
conducting a statistical significance test of agreement comparing coder Kappa to sim-
ulated Kappa values.  

However, despite the availability of alternatives to Kappa, and general critiques of 
its use, Kappa continues to be used for several reasons. It remains expected by many 
reviewers and in many publication venues, due to its simplicity, standard interpretation, 
and predictable behavior for base rates that are neither extremely high nor extremely 
low. For this reason, it is also incorporated in the nCoder tools used within the quanti-
tative ethnography community [6]. However, when researchers decide to use Kappa 
despite its limitations, question remains as to what sample size is appropriate [1, 2], 
which we detail in the next section. 

3 An Examination of the Methods in Eagan et al. 

Eagan and colleagues [1, 2] present Monte Carlo analyses where they tested whether a 
sample’s Kappa is higher than the full population’s Kappa. They repeatedly created 
data sets with 10,000 simulated data points (each having two codes) and sample from 
that data set to obtain sample subsets (referred to in those papers as test sets). In con-
ducting each simulation, they specified a base rate for the simulated coders, and a sam-
ple set size. They then repeatedly generated 10,000 simulated data points and sampled 
from those codes, choosing sample set sizes of 20, 40, 80, 200, 400, 800, 2000, 4000, 
and 8000. They conducted 12,000 iterations of their analysis. True Kappa values (for 
the full population) were allowed to vary (i.e., a pre-chosen Kappa was not targeted), 
and were reported to vary from 0.3 to 1.0 [1]. A target threshold Kappa was then se-
lected -- 0.65 in [2] (Eagan et al., 2017) and 0.7 in [1] (Eagan et al. 2020). Among each 
set of the 12,000 iterations, Eagan and colleagues counted the number of cases where 
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population Kappa was below threshold, and sample Kappa was above threshold. These 
were treated as false positives, and the proportion of these cases (count divided by 
12,000) was treated as the Type I error rate. They then argued that any case where this 
Type I error rate was over 0.05 would represent evidence that the assessment of Kappa 
was flawed.  

According to this metric, Eagan and colleagues argue that Kappa produces erroneous 
results more than 5% of the time for sample sizes under 400 [2] or 2000 [1], with the 
difference between these two values based on differences in base rate (an issue more 
systematically studied in [2] than in [1]). They therefore argue that the common practice 
of testing inter-rater reliability using Kappa on samples typically much smaller than 
these values is flawed and should be abandoned. 

Within this method, there are thus two steps in evaluating performance across a set 
of simulations: first, determining how often population Kappa is below threshold and 
sample Kappa is above threshold. Second, determining if this proportion of cases is 
above 5%. In considering the first step in Eagan et al.’s process, we can note that -- like 
any sampling procedure -- a Kappa estimate from a small sample represents the central 
point on a probability density function of population Kappa values. Any Kappa estimate 
generated from a sample is simply the most likely value, and the true value is likely to 
deviate from that true value. Should a researcher or reviewer consider a coding scheme 
invalidated if the population Kappa is 0.69 and the sample Kappa is 0.71? Currently, 
the approach in [1, 2] treats this case the same as a case where population Kappa is 0.30 
and sample Kappa is 0.71. Is the goal of selecting a Kappa threshold for a sample to 
determine if the true population Kappa is over that exact threshold (even though that 
exact threshold may vary across research communities and even between [1, 2])? Or is 
the goal to be confident that the true population Kappa cannot be a much lower level? 
There are probably good reasons to view a population/sample difference of 0.41 as a 
much more serious problem than a population/sample difference of 0.02. At the same 
time, Eagan et al’s approach treats a difference in Kappa between, say, 0.64 and 0.23, 
as wholly non-problematic, since both are below threshold.  

In considering the second step, we can note a clear analogy to statistical significance 
testing, with the adoption of the criteria that Type I error be less than 0.05; however, 
there are important differences between the two. Statistical significance testing seeks 
to determine whether a result of a certain magnitude could have been obtained were 
only chance variation occurring. However, Kappa itself does not represent a statistical 
test -- it represents something different, a strength of association. Strength of associa-
tion is typically considered a measure of effect size rather than statistical significance.  

To review, then, the method in [1, 2] sets a very stringent criterion at each of its two 
steps of evaluating performance: (1) considering a Kappa sample invalid based on an 
arbitrarily small difference between population and sample Kappa, so long as that dif-
ference crosses a specific threshold, and (2) allowing this threshold-crossing to occur 
no more than 5% of the time.  

It is worth noting that substantially less stringent criteria have been adopted by other 
methods to choose sample size. Take the case of statistical power analysis to select 
sample size for statistical testing [21]. This task is analogous in some ways to our se-
lection of a sample size for Kappa (in fact, this exact procedure was used by [18], but 
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relied upon a mathematical calculation of Kappa standard error later discovered to be 
unreliable [17]). The goal of statistical power analysis is to see if (1) a test with a known 
true effect size will obtain statistical significance, with (2) frequency over a pre-chosen 
threshold (typically 80%).  

We can compare each of the steps of Eagan et al.’s performance evaluation proce-
dure to statistical power analysis. For step 1 of their process, the statistical test most 
analogous to the case evaluation procedure in [1, 2] is the Wilcoxon rank-sum test [22], 
which looks for whether one sample’s values are typically higher than another sample’s 
values. A statistically significant value can be obtained for Wilcoxon without requiring 
that fewer than 5% of comparisons be in favor of the lower-valued sample; as such, this 
first element of [1, 2] is much more stringent than traditional statistical significance 
testing.  

For step 2 of Eagan et al.’s process, statistical power analysis typically looks for 
whether a significant result is seen at least 80% of the time, which can be inverted to a 
failure mode occurring less than 20% of the time. By contrast, Eagan et al. [1, 2] look 
for whether a failure mode (a significant result) is seen at least 5% of the time. As such, 
the second step of Eagan et al.’s procedure is four times as stringent as statistical power 
analysis. 

In concluding this section, we note that each of the two steps of Eagan et al.’s ap-
proach is substantially more stringent than statistical power analysis. In the following 
section, we propose a method that more explicitly considers the degree of difference 
between population Kappa and sample Kappa. We also consider the implications of 
using a second-step stringency criterion in line with statistical power analysis rather 
than statistical significance testing.  

4 This Paper’s Methods 

Within this paper, we attempt to analyze the risks of false positives when obtaining 
Kappa values from small subsets of data, using a method attempting to achieve a level 
of conservatism more analogous to statistical power analysis. Our overall process is 
similar in structure to Eagan et al.’s [1, 2]. First, we create a simulated data set; then, 
we sample from that simulated data set; finally, we test whether that simulated data set 
represents a false positive. In all simulations, we sample from a population size of one 
million, and for all sets of parameters, 100,000 iterations are conducted. 

In any given simulation run, we use three parameters: a sample size, a threshold 
Kappa (false positives have Kappa over threshold), and a value of Cohen’s Kappa for 
the entire simulated population, which is selected in relation to the threshold Kappa. 
For example, we might select a threshold Kappa of 0.65 (as in [2]) and a population 
Kappa 0.2 less than the threshold Kappa, making the population Kappa parameter 0.45. 
Note that these parameters are different from the parameters used by Eagan and col-
leagues; they select a threshold but allow the population Kappa to vary. 

We generate the population by first creating 200 data points with random binary 
codes (i.e., each of the two coders’ decisions are selected randomly). We then iteratively 
add to the data set by repeatedly comparing the population’s Kappa to the target Kappa. 
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If the population’s current Kappa is higher than the population’s target Kappa, we cre-
ate a data point with disagreement between the raters (selecting the direction of disa-
greement randomly). If the current Kappa is lower than the target Kappa, then we create 
a data point with agreement (randomly selecting whether the agreement is code-present 
or code-absent). In the very large data set size used, this procedure reliably creates pop-
ulations with the target Kappa. 

After creating the population, we then repeatedly sample random data points from 
this population, with a preselected sample size (a parameter, as noted above). We con-
duct 100,000 iterations for each simulation. Within each of these 100,000 iterations, we 
test whether the sample Kappa is above or below the threshold Kappa. Choosing both 
the population Kappa and threshold Kappa (in relation to each other) enables us to avoid 
treating small levels of variation as a false positive. We can then calculate what propor-
tion of time we have a sample Kappa above threshold, despite having a population 
Kappa substantially below threshold. 

Several sets of simulations were run, using the following possible parameters:  

 Threshold Kappa: 0.6, 0.65, 0.7, 0.75, 0.8 -- a larger set of values is used than in 
Eagan et al. (2017, 2020) to test for the range of values of Kappa preferred in a range 
of research areas quantitative ethnography is applied to. 

 True population Kappa: Threshold - 0.05, Threshold - 0.1, Threshold - 0.2, Thresh-
old - 0.3 

 Sample size: 20, 40, 60, 80, 100, 200, 400, 500, 800, 1000, 2000, 4000, 8000. 

For example, in a given run of 100,000 iterations, we might have selected a sample size 
of 60, a threshold Kappa of 0.7 (as in [1]), and a population Kappa 0.05 below that -- 
i.e., 0.65. This cell is in italic boldface in Table 1. 
 
The full software used in this paper is available, open-source and free, at bit.ly/3wRhrt4 

5 Findings 

Having created these simulations, we can now check for the proportion of time a spe-
cific test produces a Kappa above threshold, despite having a lower true population 
Kappa. We consider first a sample size of 60 (Table 1) – a small dataset, but of a size 
often seen in inter-rater reliability checks within the quantitative ethnography and learn-
ing analytics communities. Table 1 reports the proportion of samples that have a Kappa 
value above the threshold, when the true value (population Kappa) is some amount less. 
We first note that for this sample size, approximately 30% of samples had a Kappa 
value greater than .05 larger than the true population Kappa across all thresholds. This 
suggests that there is a fairly high probability (around 30%) that a sample Kappa value 
barely over threshold may represent a population Kappa value barely below threshold, 
regardless of what that threshold is. As we increase the distance between threshold 
Kappa and the population Kappa (from .1 to .3), we consistently see a reduction in the 
number of samples that meet the threshold, with less than 1% of our samples achieving 
a threshold Kappa value .3 or more above the true population Kappa value. Though we 
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observe some variation across the different threshold values, results are somewhat con-
sistent between thresholds of .6 and .75; that is, samples are similarly likely to have 
error/noise regardless of the threshold value at these levels. We do see a reduction in 
error for the threshold of .8, suggesting a higher threshold Kappa value may be more 
robust to error. Looking at the table, one notes that if a researcher were to select a level 
of conservatism comparable to power analysis, even a small sample of 60 data points 
is sufficient to be confident that a threshold is unlikely to represent a population Kappa 
more than 0.1 below that threshold. If a researcher instead chooses a level of conserv-
atism comparable to statistical significance testing, a small sample of 60 data points is 
still sufficient to be confident that a threshold is unlikely to represent a population 
Kappa more than 0.2 below that threshold. 

Table 1. The proportion of cases where Population Kappa was more than specific distances (row) 
below Threshold Kappa (cols), for a sample size of 60. (Italic boldface cell is referred to in Meth-
ods section). 

 
Threshold Kappa (th) 

0.6 0.65 0.7 0.75 0.8 

Population 
Kappa 

th - 0.05 0.316 0.316 0.274 0.300 0.242 
th - 0.1 0.175 0.175 0.139 0.151 0.107 
th - 0.2 0.035 0.035 0.024 0.025 0.014 
th - 0.3 0.005 0.035 0.003 0.002 0.001 

* th: Threshold Kappa  

Achieving a threshold of 0.7 and still having substantial probability of population 
Kappa of 0.6 (13.9%) may be too risky for many researchers. As in the substantially 
more conservative analysis in [1, 2], increasing the sample size decreases the risk of 
having an inflated estimate of Kappa. If we increase the sample size to 100 (Table 2) 
or 200 data points (Table 3), the proportion of cases where population Kappa is much 
lower than threshold Kappa decreases as well. While more than 5% of cases (Eagan et 
al’s maximum for acceptability) can have population Kappa 0.05 lower than threshold 
Kappa, this proportion has dropped under 20% for a sample size of 200. In addition, 
fewer than 5% of cases have a population Kappa 0.1 lower than threshold for a sample 
of 200, regardless of the threshold Kappa’s value (in the range studied). As such, by 
increasing to a still very feasible sample size of 200, we can be confident that a sample 
Kappa over 0.7 is unlikely to represent a population Kappa below 0.6. We again note 
that choosing a Kappa threshold of 0.8 leads to higher degrees of certainty than lower 
values of threshold Kappa.  

Table 2. The proportion of cases where Population Kappa was more than specific distances (row) 
below Threshold Kappa (cols), for a sample size of 100 

 
Threshold Kappa (th) 

0.6 0.65 0.7 0.75 0.8 

Population 
Kappa 

th - 0.05 0.269 0.268 0.235 0.244 0.197 
th - 0.1 0.117 0.110 0.090 0.088 0.061 
th - 0.2 0.012 0.009 0.006 0.005 0.003 
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th - 0.3 <0.001 <0.001 <0.001 <0.001 <0.001 
* th: Threshold Kappa  

We further investigate the impact of different sample sizes in Tables 4-8, considering 
sample sizes ranging from 20 to 8000. We note that very small differences between 
threshold Kappa and population Kappa can be achieved for large samples. If we in-
crease the sample size to 800 the likelihood of a .05 difference to the population drops 
below 5%, at 2000 samples, it drops below 1%.  

Similar to the above results, the results are consistent between .6 and .75 thresholds 
but lower for a threshold of .8. Therefore, researchers in communities that choose 
thresholds of .8 may be able to confidently use smaller samples than researchers in 
other communities. 

Table 3. The proportion of cases where Population Kappa was more than specific distances (row) 
below Threshold Kappa (cols), for a sample size of 200 

 
Threshold Kappa (th) 

0.6 0.65 0.7 0.75 0.8 

Population 
Kappa 

th - 0.05 0.193 0.176 0.164 0.146 0.126 
th - 0.1 0.047 0.039 0.032 0.024 0.016 
th - 0.2 0.001 <0.001 <0.001 <0.001 <0.001 
th - 0.3 <0.001 <0.001 <0.001 <0.001 <0.001 

* th: Threshold Kappa  
 

 

Table 4. The proportion of cases where Population Kappa was more than a certain distance (cols) 
below a Threshold Kappa of 0.6, for varying sample sizes (rows) 

 
Population Kappa 

0.55(th - 0.05) 0.5 (th - 0.1) 0.4 (th - 0.2) 0.3 (th - 0.3) 

Sample Size 

20 0.399 0.307 0.165 0.080 
40 0.350 0.231 0.077 0.020 
60 0.317 0.175 0.036 0.006 
80 0.292 0.145 0.021 0.002 

100 0.269 0.117 0.012 <0.001 
200 0.193 0.047 0.001 <0.001 
400 0.112 0.009 <0.001 <0.001 
500 0.086 0.004 <0.001 <0.001 
800 0.042 <0.001 <0.001 <0.001 
1000 0.028 <0.001 <0.001 <0.001 
2000 0.003 <0.001 <0.001 <0.001 
4000 <0.001 <0.001 <0.001 <0.001 
8000 <0.001 <0.001 <0.001 <0.001 
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Table 5. The proportion of cases where Population Kappa was more than a certain distance (cols) 
below a Threshold Kappa of 0.65, for varying sample sizes (rows) 

 
Population Kappa 

0.6 (th - 0.05) 0.55 (th - 0.1) 0.45 (th - 0.2) 0.35 (th - 0.3) 

Sample Size 

20 0.402 0.300 0.154 0.068 
40 0.307 0.192 0.059 0.013 
60 0.314 0.175 0.036 0.036 
80 0.266 0.122 0.016 0.001 
100 0.268 0.110 0.009 <0.001 
200 0.176 0.039 <0.001 <0.001 
400 0.099 0.006 <0.001 <0.001 
500 0.079 0.003 <0.001 <0.001 
800 0.035 <0.001 <0.001 <0.001 
1000 0.022 <0.001 <0.001 <0.001 
2000 0.003 <0.001 <0.001 <0.001 
4000 <0.001 <0.001 <0.001 <0.001 
8000 <0.001 <0.001 <0.001 <0.001 

 

Table 6. The proportion of cases where Population Kappa was more than a certain distance (cols) 
below a Threshold Kappa of 0.7, for varying sample sizes (rows) 

 
Population Kappa 

0.65(th - 0.05) 0.6 (th - 0.1) 0.5 (th - 0.2) 0.4 (th - 0.3) 

Sample Size 

20 0.314 0.224 0.103 0.041 
40 0.298 0.182 0.051 0.011 
60 0.275 0.139 0.024 0.003 
80 0.254 0.114 0.013 0.001 

100 0.235 0.090 0.006 <0.001 
200 0.164 0.032 <0.001 <0.001 
400 0.084 0.004 <0.001 <0.001 
500 0.064 0.002 <0.001 <0.001 
800 0.027 <0.001 <0.001 <0.001 
1000 0.016 <0.001 <0.001 <0.001 
2000 0.001 <0.001 <0.001 <0.001 
4000 <0.001 <0.001 <0.001 <0.001 
8000 <0.001 <0.001 <0.001 <0.001 
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Table 7. The proportion of cases where Population Kappa was more than a certain distance (cols) 
below a Threshold Kappa of 0.75, for varying sample sizes (rows) 

 
Population Kappa 

0.7 (th - 0.05) 0.65 (th - 0.1) 0.55 (th - 0.2) 0.45 (th - 0.3) 

Sample Size 

20 0.397 0.289 0.137 0.057 
40 0.284 0.162 0.041 0.008 
60 0.301 0.152 0.026 0.003 
80 0.236 0.096 0.009 <0.001 

100 0.244 0.088 0.005 <0.001 
200 0.146 0.024 <0.001 <0.001 
400 0.072 0.003 <0.001 <0.001 
500 0.054 0.001 <0.001 <0.001 
800 0.020 <0.001 <0.001 <0.001 
1000 0.012 <0.001 <0.001 <0.001 
2000 0.001 <0.001 <0.001 <0.001 
4000 <0.001 <0.001 <0.001 <0.001 
8000 <0.001 <0.001 <0.001 <0.001 

 

Table 8. The proportion of cases where Population Kappa was more than a certain distance (cols) 
below a Threshold Kappa of 0.8, for varying sample sizes (rows) 

 
Population Kappa 

0.75(th - 0.05) 0.7 (th - 0.1) 0.6 (th - 0.2) 0.5 (th - 0.3) 

Sample Size 

20 0.292 0.196 0.081 0.030 
40 0.265 0.144 0.035 0.006 
60 0.243 0.108 0.015 0.001 
80 0.218 0.082 0.007 <0.001 
100 0.197 0.061 0.003 <0.001 
200 0.126 0.016 <0.001 <0.001 
400 0.054 0.001 <0.001 <0.001 
500 0.040 <0.001 <0.001 <0.001 
800 0.014 <0.001 <0.001 <0.001 
1000 0.006 <0.001 <0.001 <0.001 
2000 <0.001 <0.001 <0.001 <0.001 
4000 <0.001 <0.001 <0.001 <0.001 
8000 <0.001 <0.001 <0.001 <0.001 

6 Discussion and Conclusions 

Overall, our Monte Carlo analyses show that the situation for Kappa is not quite so grim 
as Eagan et al. [1, 2] argue. Whereas they argued that Kappa could only be confidently 
used for samples of 400 [2] or 2000 [1] data points or higher, we find that only small 
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differences are seen for much smaller samples. As discussed above, our approach dif-
fers in three fashions. First, Eagan and colleagues allow simulated population Kappa to 
vary randomly, where we select specific known population Kappas and then test for the 
false positive rate for a specific known threshold Kappa. This methodological choice 
allows us to focus on specific possible cases. Second, Eagan and colleagues considered 
any case where sample Kappa was over threshold and population Kappa was under 
threshold to be problematic -- we look at the actual degree of difference. Third, Eagan 
and colleagues select a stringency level of 0.05, in line with statistical significance test-
ing -- we argue for a stringency level of 0.2, in line with statistical power analysis. Note 
that readers of this paper do not need to agree with this third recommendation in order 
to make use of the analyses presented here. Even if Eagan et al.’s original stringency 
recommendations (0.05) are kept, looking at the magnitude of difference in Kappa val-
ues still leads to different conclusions than is seen in their work. 

What our results indicate is that if we are willing to accept that a sample Kappa may 
be slightly higher than a population Kappa, fairly small sample sizes are needed to use 
Kappa with confidence. If we are willing for a threshold Kappa of 0.6 to actually rep-
resent a population Kappa of 0.501 5% of the time, then a sample of 200 is sufficient. 
If we are willing for a threshold Kappa of 0.8 to actually represent a population Kappa 
of 0.751 20% of the time, then a sample of 100 is sufficient. And if we are willing for 
a threshold Kappa of 0.7 to actually represent a population Kappa of .601 10% of the 
time, then a sample of 100 is sufficient. Even a very small sample of 40 can be accepta-
ble in some cases -- for instance, if we are willing for a threshold Kappa of 0.7 to actu-
ally represent a population Kappa of .601 20% of the time. 

Ultimately the difference between our approach and Eagan et al.’s approach is the 
question -- do we intend that a sample Kappa over threshold must indicate that popula-
tion Kappa is also above threshold? Or do we think that a sample Kappa over threshold 
must indicate that population Kappa is probably near the threshold? It is not clear why 
a researcher would require population Kappa to be over a specific threshold, rather than 
close to it, given the disagreement between communities as to what the threshold should 
be.  

That said, if a researcher wants to adopt this standard, our findings also show that 
there is a simpler approach than massively increasing sample size (or discarding Kappa 
entirely), as recommended by Eagan et al. A researcher can simply choose a higher 
threshold Kappa than their actual intended threshold Kappa. For example, a researcher 
who wants very high confidence that their Kappa will be strictly over 0.65 can instead 
choose a threshold of 0.75, and a sample size of 200. Then, as Table 7 shows, there 
would only be a 2.4% chance of population Kappa being below 0.65.  

In other words, our findings provide evidence that Kappa can be acceptable for many 
uses and assumptions, even with smaller sample sizes than our community typically 
uses. We concur with Eagan et al. that Kappa becomes a more reliable metric with 
larger sample sizes, as do many other metrics (cf. [1]). However, a sample of 400-2000 
is not necessary in order to use Kappa, under different assumptions. If we discard one 
of three assumptions -- that population Kappa must be strictly over threshold, that under 
5% of cases should have population Kappa values below threshold, or that we cannot 
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simply use a higher threshold with our sample Kappa -- then the use of Kappa with 
smaller sample sizes is again acceptable. 

There is ultimately a trade-off in the sample size labeled and the confidence which 
we can place in our findings. With a larger sample, there is less likelihood of noise in 
the data and our estimate of Kappa can be more precise. But the cost of this is more 
time spent in coding data for inter-rater checking. Some accounts have suggested that 
so much data must be coded to use Kappa that Kappa is essentially infeasible to use 
(i.e., [1]) -- our findings suggest that this tradeoff is perhaps not quite so grim as it may 
have looked.   

To aid researchers in deciding what sample size to use, we have made the code for 
our experiments open-source (link redacted for review) so that researchers may exper-
iment with different parameters and use our codebase as a decision-making tool.  
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