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Abstract. The measurement of affect presents a challenge for researchers in
quantitative ethnography and related communities, as each of the several possible
methods for obtaining ground truth have downsides and often disagree with each
other. One common method is field observations; some accounts have raised con-
cerns about observer effects, but further research is needed to understand how
much observer effect is present and exactly how observer effects manifest. In this
study, we attempt to quantify and detail observer effects in classroom data col-
lected using the Baker Rodrigo Ocumpaugh Monitoring Protocol (BROMP). We
leveraged prediction models developed in prior work to assess students' affect
and disengaged behavior, during periods where observers were present or not
present. Statistical analyses revealed differences in both affective states and be-
haviors on days when field observations were conducted. When observers were
present, students showed increases in concentration and decreases in frustration,
off-task behavior, and gaming the system. Findings suggest that the collection of
observation data changes the proportion of behavior and affect observed, which
should be taken into account when designing, implementing, and analyzing ob-
servation-based research. We discuss implications of this finding for quantitative
ethnography, when observation data is systematized, visualized, and compared.
Our findings do not suggest that the individual observations of specific affective
states or behaviors are invalid but offer insights for QE scholars to consider when
collecting and analyzing observation data.
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1 Introduction

Quantitative Ethnographic (QE) research is defined by the formal and systematic ex-
amination of data in context to maximize understanding of complex processes while
minimizing bias [53]. As such, QE research exploring concepts such as affect (the ex-
perience of emotion; emotion in context) and disengagement has continued to expand
[34]. Scholars studying affect in the QE community and neighboring communities have
employed a variety of techniques to structure or "quantify" data after collection by seg-
menting it into lines or segments that have interpretable meaning, coding for the



presence of that meaning, and grouping coded lines for the purpose of visualization or
comparison. Two key issues that impact the interpretability of these results must be
addressed, however. First, datasets must be "thick" enough in detail and contextual in-
formation for results to reliably represent subtle phenomena such as affect or disen-
gagement. This poses a particular challenge in some cases, as data sources are often
incomplete secondhand records of an experience (e.g., transcripts), or are perspectival
(e.g. self-report data). Second, the process of systematizing the data positions research-
ers as the primary "instrument" of knowledge creation [5], which increases the likeli-
hood of issues around fairness and validity, particularly when interpreting secondhand
and perspectival data. While practices exist to help address issues of fairness and valid-
ity that emerge during these post hoc processes (e.g., inter-rater reliability metrics), they
too have been critiqued as inconsistent at best and prone to error at worst [24, 54].

One possible solution to these issues is to conduct field observations [18], in which
trained researchers can view and systematically annotate affect in real time. This ap-
proach has potential to maximize the contextual information available to the interpret-
ing researcher and helps to ensure that coding and systematization are embedded in the
context being studied. Once an ethnographer enters the research context, however, the
potential for observer effects (in this case, shifts in the way student affect manifests as
a result of being observed) emerges [30]. Observer effects have been recognized as
potentially impactful on QE research [53], but further exploration is needed to deter-
mine the extent of observer effects and the ways in which they manifest, so that we
better understand the impacts they have on the complex behavior and latent constructs
such as affect that we are studying. In this study, we attempt to quantify and describe
the observer effects that emerged in classroom observation data collected using the
Baker Rodrigo Ocumpaugh Monitoring Protocol (BROMP), widely used in other re-
search communities. We use a different method, automated detectors of affect (them-
selves originally developed using BROMP, but with separate data), to compare stu-
dents' affect and disengaged behavior during periods when observers were present and
when they were not. Our research question is: What are the impacts of observer effects
in classroom observation data on how affect and disengagement manifest?

2 Observation Research in QE

The underpinning of QE is high quality data [53]. While the majority of QE research
has involved textual data (e.g., [5, 34]) other research in our community has relied upon
computer interaction log data [37], observational data [2], and sensor data [4].
However, all data collection introduces distortion [28] as the very act of collecting
data impacts the phenomena being studied. For example, placing a camera in a public
location can change the behavior of individuals in that location [57], interviews can
provoke changes in the participant's thinking [15, 41], and self-report in questionnaires
can influence an individuals' emotions (cf. in [9]) and physiological reactions [35].
There has been considerable recent interest in phenomena surrounding affect and
disengagement during learning [20, 21, 38], including within the QE community [3,
36]. Research on these constructs predominantly relies on two sources for acquiring
coded data for analysis: self-report data (e.g., [32]) and external observations (e.g.,
[23]). Self-report data offers the advantage of obtaining direct insights from students



themselves regarding their learning experiences. However, it is prone to response biases
stemming from limited self-awareness [58] or social desirability/demand [40], poten-
tially compromising the accuracy and reliability of the collected information.

External expert judgments can address these limitations, offering more standardized
evaluations of students' affective states and behaviors [55]. There are several types of
external judgment, each conferring unique benefits and limitations. For instance, text
replays, which consist of segments of actions in log data that are reviewed and coded
for specific behaviors, have been found to be 2-6 times faster than other labeling meth-
ods [8]; but may overlook crucial non-verbal cues such as facial expressions and body
movements. By contrast, video replays enable more comprehensive reviews of students'
actions and interactions, allowing for convenient rewatches at any given time [51].
However, the processing and coding of substantial video data can be time-consuming
and resource-intensive, and the presence of cameras can change behavior [22, 33].

Field observations afford observers an even more in-depth view of students' experi-
ences during learning. During field observations, trained observers, following a specific
annotation scheme (cf. [51]), physically attend classroom sessions and systematically
record students' affective states and behaviors in real-time. This approach provides ob-
servers highly authentic information about students' learning [18], but the presence of
observers in the classrooms may lead to observer effects, where students' affective
states and behaviors might be influenced due to their awareness of being observed [30].

However, the impact of observer effects has been much more widely reported in an
informal fashion than explicitly studied [56] although some exceptions exist. The stud-
ies that have attempted to identify explicit quantitative observer effects have in many
cases failed to obtain any observer effect at all. For example, Crofoot et al. use radio
telemetry to argue that monkey behavior is not different during observations, once mon-
keys have habituated [19]. Hagel et al. also found that human observers did not change
hand-washing behavior compared to behavior measured through logs in automated dis-
pensers [31]. On the other hand, notifying individuals that their social media posts are
being monitored appears to substantially change their posting behavior [52]. In addi-
tion, the research attempting to quantify observer effects seems to largely focus on
straightforward behaviors rather than the more complex behaviors or latent constructs
(such as emotions, affect, self-regulation) typically investigated in the QE community.

In this paper, we therefore empirically investigate whether observer effects occur for
field observations conducted to study complex behavior and latent constructs. We do
so in the context of BROMP (the Baker Rodrigo Ocumpaugh Monitoring Protocol;
[12]), one of the most widely used approaches for classroom observation of complex
behavior and emotion. In this paper, we investigate the observer effect associated with
BROMP through an analysis of interaction log files sourced from the widely used AS-
SISTments learning platform. We compare the same students both when they were be-
ing observed during BROMP and when they were not being observed with BROMP
(both earlier and later in the school year). We use previously validated prediction mod-
els (themselves initially developed using BROMP) to assess students' affect and disen-
gaged behaviors during these periods — the same constructs being assessed by BROMP,
to see if those constructs are impacted by observer effects. Then, we conducted statis-
tical tests comparing the same group of students between the observed and non-ob-
served periods to assess whether the presence of observers influenced the prevalence



of emotional or behavioral displays among students. We also investigate whether these
differences are consistent across students in urban, rural, and suburban settings.

By developing methods for understanding the impact of observer effects, we can
determine the degree to which an observational method produces data which is a relia-
ble indicator of the authentic (unobserved) manifestation of the constructs being stud-
ied, and fair to the lived experiences of research subjects [53, 54].

3 The BROMP Protocol

BROMP is a widely used protocol for conducting observations of student affect and
complex behavior in educational settings [12]. BROMP utilizes a momentary time sam-
pling approach to code students' behavior and affect, one student at a time, in a prede-
termined order, in order to ensure a representative sample and avoid focusing on ex-
treme events. During observations, the observers focus on one student until visible af-
fect or behavior is identified or 20 seconds have elapsed, after which they proceed to
the next student. The observers make a comprehensive and holistic evaluation of the
students' affect and behavior, considering their facial expression, posture, utterances,
activity, and other factors. Observations are typically recorded using a custom-built
application called HART (Human Affect Recording Tool; [46]), which provides precise
time stamps of each observation to facilitate unobtrusive data collection.

The influence of BROMP is not limited to the United States alone [12]. With over
150 certified coders in 7 countries, BROMP has been applied to study a wide range of
phenomena, such as learners' cognition [43], on-task reflection [29], teachers' proactive
remediation [42], affect sequences [39], and the effect of engagement interventions [7].
BROMP has been used in several studies to generate training labels for the development
of automated detectors, including detectors of affective states [16] and disengaged be-
haviors such as gaming the system [10], off-task behavior [17], and wheel-spinning
[47]. These detectors, in turn, have been used for a number of purposes, including to
inform and contextualize interviews [3, 11] and also to study phenomena such as par-
ticipation in stem-related careers [1]. Overall, BROMP has generated data which has
been extensively used in many research communities, including QE [3, 39].

BROMP's design integrates several strategies to mitigate the observer effect [12].
Before sessions, observers coordinate with teachers to minimize extra interaction and
clarify their role to students if needed. During observations, observers maintain a neu-
tral and unobtrusive disposition to minimize disruptions, including avoiding eye con-
tact, not looking directly at the student being observed, dressing in bland colors, and
moving slowly ("mosey don't walk"). If a student becomes aware of being observed,
the data for that particular observation is discarded to ensure the integrity of the data.
Furthermore, the HART app allows labeling with small handheld devices, which are
relatively unobtrusive and hard for students to see. However, it is not clear whether
these measures have been successful at addressing observer effects.

4 Context



In this study, we investigated the potential observer effect of conducting BROMP ob-
servations within the ASSISTments platform, an online learning system that is primar-
ily focused on mathematics. With a user base of around 500,000 students and 20,000
teachers, ASSISTments is widely used, primarily in the United States but also in over
20 other countries [26]. The platform breaks down problems into steps, provides hints
at each stage, and offers the answer through a "bottom-out hint" when requested. The
assessment process offers assistance, scaffolding, and feedback to students, while
equipping teachers with detailed information about students' knowledge and perfor-
mance for targeted assistance. Several randomized controlled studies have shown sig-
nificant learning gains for students who regularly engage with the platform [25, 27, 44].

4.1 Dataset and Population

ASSISTments provides substantial support for external researchers by offering publicly
available datasets that include rich interaction log data, along with field observation
data and longitudinal student outcomes. To investigate the potential impact of class-
room observers on students' affective experiences and behaviors during online learning,
we used both the interaction log data and the data on field observations conducted dur-
ing the same years, obtaining the field observation data from the ASSISTments
webpage ( https://sites.google.com/site/assistmentsdata/ ) and other data from the same
year directly from the ASSISTments team, by request. The field observation data were
systematically collected by human observers during in-class computer lab sessions
[45]. During observations, the handheld devices for affect labeling were synchronized
to the educational software logging server. Leveraging the time stamp and user ID in
the interaction log file, we were able to select students who were part of the field ob-
servations and discern whether specific actions by the student occurred within or out-
side the days when observation occurred.

Our secondary analysis involves a sample of middle school students from three dis-
tinct populations in the Northeastern region of the United States, with data originally
reported in a prior study by [45]. The first group, drawn from two schools in Maine,
consists of predominantly white students from a rural background with low socioeco-
nomic status, over 50% of whom receive free or reduced-price lunch (which is com-
monly used as an indicator of poverty in the United States). The second group, drawn
from three suburban schools in Massachusetts, consists mainly of mid-to-high socioec-
onomic-status White and East-Asian students, with less than 20% receiving free or re-
duced-price lunches. The third group of students came from an urban setting in Massa-
chusetts and comprises primarily lower-income Latinos/students of Puerto Rican
origin, with English as their first language, as well as African American and Balkan
students, over half of whom received free or reduced-price lunch. Inclusion of these
distinct populations in the study sample enables us to comprehensively investigate po-
tential differential impacts of human observers on various student populations.

5 Method


https://sites.google.com/site/assistmentsdata/

5.1 Inferring Students' Affective States

The primary goal of this study was to quantify observer effects and study their magni-
tude during classroom observations, focusing on potential changes in the frequency of
students' affective states and disengaged behaviors. To accomplish this goal, we derived
students' affective experiences and behavioral responses during both the observation
and non-observation periods; the same constructs being studied using BROMP.

We inferred students' affective states (i.e., boredom, engaged concentration, frustra-
tion, and confusion) using the interaction log files data from ASSISTments. The inter-
action log files were pre-processed and run through the ASSISTments affect detectors
from [16], which utilized the Long-Short Term Memory (LSTM) algorithm. Evaluated
through a rigorous 5-fold cross-validation procedure at the student level, these detectors
achieved an average AUC ROC of 0.77 across four affective states (AUC ROC is the
most relevant metric for our current analyses, since our analyses aggregate across de-
tector confidences), as shown in Table 1. It is worth noting that these detectors were
originally developed using BROMP observations (on other data) as ground truth. This
choice enables us to avoid confounds if ground truth obtained in other fashions (such
as self-report) lead to the constructs of interest being defined subtly differently.

The source code of these models was made available to us by the ASSISTments
team. This code computes the confidence scores for each affective state at the level of
20-second clips. For example, if the engaged concentration detector gives an output of
0.67, it signifies a moderate level of confidence, indicating that the detector believes
that there is a 67% probability that the student is experiencing engaged concentration
based on their actions. To ensure comparability among the affect detectors, we imple-
mented a normalization procedure. This involved subtracting the minimum value from
each score and dividing it by the difference between the maximum and minimum con-
fidence values for that state (across all data). Within each clip, we then averaged across
all clips in a problem to identify the most prevalent affective state for each problem.

5.2  Inferring Students' Disengaged Behaviors

We used the same interaction log data for identifying students' disengaged behaviors,
consisting of instances of being off-task and gaming the system. Although machine-
learned detectors of gaming the system and off-task behavior have been developed for
ASSISTments [50], these detectors are not currently available from the ASSISTments
platform. Therefore, we used different models of gaming the system (e.g. [49]) and off-
task behavior [6]. These predictions were also generated at the clip level. However, a
different clip size was used for these detectors, based on the way the gaming detector
in [49] was developed. In ASSISTments, when students are presented with an "original"
problem, they are expected to provide the answer without needing to detail individual
steps, as long as they solve the problem correctly on their initial attempt. However, if
students fail to provide the correct answer, they may need to answer "scaffolding ques-
tions" correctly in order to successfully complete the problem. As a result, a clip was
defined as the sequence of actions starting from the first action on an original unscaf-
folded problem to the last attempt before the subsequent original unscaffolded problem.
This definition implies that a clip can consist of just one action or more than 50 actions.
[49] developed a cognitive model leveraging knowledge engineering to discern



instances of gaming behavior. In our study, we applied this detector to the current data
set to obtain predictions at the same clip level as previously defined.

For off-task behavior, we use a model proposed by [6] and also used as a feature in
the machine-learned ASSISTments model [50]. [6] compared a machine-learned detec-
tor of off-task behavior to a simpler approach that used a fixed time cutoff of 80 sec-
onds. While the sophisticated model outperformed the cutoff model in distinguishing
between on-task and off-task behavior, the cutoff model still exhibited a reasonable
correlation of 0.46 with classroom observations of off-task behavior. Given the una-
vailability of the machine learned model for our current data set, we used this cutoff
model to identify students' off-task behavior, classifying clips as involving off-task be-
havior if any action within the clip exceeded 80 seconds.

5.3  Data Aggregation

The data were filtered to include clips from active student users who were present both
before, during, and after the observations. We then created a time period variable based
on the timestamps, which had a value of 1 if the students were using the system during
the field observations (same day) and 0 otherwise. Using these filtered datasets, we
constructed two pivot tables to calculate the clip-level percentages of learners' affective
states or behaviors for both periods. For affective states, the dataset was grouped based
on user ID, and periods. Then, four separate columns were created to represent different
affect categories: boredom, concentration, frustration, and confusion. The same ap-
proach was employed for summarizing off-task and gaming behaviors. Within each
period, we calculated the occurrence count for each affective state/behavior and ex-
pressed it as a percentage relative to the total number of clips.

5.4  Statistical Analysis and Benjamini-Hochberg Procedure

Prior to conducting the statistical test, we examined the normality assumption of af-
fect/behavior percentages through visual inspections of histograms and normal proba-
bility plots. The outcomes indicated notable deviations from a normal distribution. Con-
centration appeared to be highly left-skewed, while boredom, frustration, and confusion
showed highly right-skewed distributions. These findings are consistent with the obser-
vations reported by [16]. Off-task percentages displayed a relatively uniform distribu-
tion ranging from 0 to 1 for both observed and non-observed periods. The percentages
of gaming the system behaviors, on the other hand, displayed right-skewness for both
periods, aligning with the findings of [49].

To further validate the results, we performed the Shapiro-Wilk test to assess the nor-
mality assumptions; results reaffirmed that the percentages do not follow a normal dis-
tribution (p <0.01). Therefore, given the structure of the data and the presence of paired
students across the observed and non-observed periods, we proceeded with using the
Wilcoxon Matched-Pairs Signed-Ranks Test, which is suitable for non-parametric data
analysis and dependent samples, without relying on the assumption of normality.

In assessing our findings, we employed the Benjamini-Hochberg procedure (B&H;
[14]) which is designed to control the false discovery rate (FDR) when multiple tests
are conducted. Benjamini-Hochberg was used instead of Benjamini-Yekutieli due to



the lack of positive regression dependency between tests. When applying B&H, we
identified statistically significant findings while maintaining control over the overall
occurrence of false positives. The procedure involves arranging the obtained p-values
in ascending order and comparing them to critical thresholds that are adjusted based on
the number of tests conducted (i.e., adjusted alpha value). These critical thresholds
guarantee that the expected proportion of false discoveries among all rejected hypoth-
eses remains below the predetermined FDR level (0.05). Specifically, the first p-value
is compared to a threshold of (0.05 divided by the number of tests), the second p-value
is compared to (0.05 divided by the number of tests minus 1), and so forth, until the last
p-value is compared to 0.05. If a p-value is less than or equal to its corresponding crit-
ical threshold, it indicates statistical significance at the chosen FDR level. Alternatively,
a p-value greater than the critical threshold but less than twice that threshold indicated
marginal significance at the chosen level. In our study, we investigated the potential
observer effect on four affective states and two learning behaviors, leading to 6 statis-
tical tests across all regions and 18 statistical tests across the three subregions. We com-
pared the obtained p-values from tests conducted on all regions or subregions to their
adjusted alpha values based on 6 and 18 tests, respectively.

6 Results

6.1 Observer Effect on Learners' Affective States

Table 2 presents the statistical results for affect percentages during and not during ob-
servations. We first consider boredom. Overall, no significant differences in boredom
percentages were observed among all students considered together. When analyzing
students from specific subregions, boredom levels did not significantly differ for stu-
dents from suburban and urban areas. Students in rural regions appeared to be less bored
during the observations than outside of them (p = 0.036), but this difference becomes
only marginally significant after applying the B&H post-hoc correction (o= 0.035). By
contrast, the results revealed an increase in concentration percentages during observa-
tions when all regions are considered together (p = 0.049), which remained marginally
significant after the B&H correction (0tgqjysteq = 0.067). The results indicated that the
presence of observers in the classroom seemed to be associated with higher levels of

Table 1. Statistical Results for Affect Percentages During and Not During Observations

Affective Region Sample W Statistics  p-value Median  Median
States Size Not During  Dyring
All 202 15262 0.792 0.04 0.05
Boredom Rural 10 16 0.036 0.05 0.02
Suburban 125 5368 0.781 0.03 0.04
Urban 67 1841 0.626 0.07 0.08
All 202 16258 0.049* 0.83 0.86

Engaged Rural 10 34 0.151 0.88 0.90



Concentration  Suburban 125 6409 0.475 0.81 0.87
Urban 67 1782 0.029 0.85 0.86

All 202 766 0.019%* 0.00 0.00

Frustration Rural 14 7 0.462 0.00 0.00
Suburban 155 119 0.004** 0.00 0.00

Urban 79 199 0.927 0.00 0.00

All 202 12782 0.097 0.06 0.06

Confusion Rural 10 33 0.363 0.04 0.06
Suburban 125 5798 0.866 0.06 0.07

Urban 67 918 0.007** 0.06 0.05

*Marginally Significant after B&H correction

**Significant after B&H correction
student concentration. However, there were no significant differences in concentration
levels between periods within rural and suburban regions, and the apparent decrease in
confidence observed in urban regions did not retain significance after the correction (p
=0.029, 0. = 0.014).

A significant difference was also found in frustration levels between observed and
non-observed periods when all regions were considered together (p = 0.019). Specifi-
cally, distribution plots (Figure 1) revealed that students experienced lower levels of
frustration during observations compared to when they were not being observed. In
specific, the mean during the observation period was 0.004, whereas the mean outside
the observation period was 0.008. When examining the results for individual regions,
only the suburban region showed a significant difference in frustration levels (p =
0.004). For suburban learners, the mean during the observation period was 0.003,
whereas the mean outside the observation period was 0.007. This finding is shown in
the distribution plot on the right side of Figure 1.

No significant differences were observed in confusion levels between observed and
non-observed periods when all regions were considered together. This was also seen in
rural and suburban schools. However, a significant decrease in confusion level was ob-
served during the observation period within students in urban regions (p = 0.007).

6.2 Observer Effect on Learners' Behaviors

Distribution of Frustration Percentages in All Regions Distribution of Frustration Percentages in Suburban Region
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Fig. 1. Distribution of Frustration Percentages in All regions (/eff) and Suburban Region (right)

We next present the statistical results for disengaged behavior percentages during and
not during observations in Table 3. The analysis of off-task behavior revealed signifi-
cantly less off-task behavior for all regions were considered together when observers
were present in the classroom (p < 0.001), a finding also seen in the urban region (p =
0.005) but not in rural and suburban regions.

Table 2. Statistical Results for Behavior Percentages During and Not During Observations

Affective Region Sample W Statistics  p-value Median  Median
States Size Not During  Dyring
All 717 106151 0.000** 0.299 0.270
Off-task Rural 100 1885 0.143 0.276 0.231
Suburban 288 17832 0.083 0.227 0.220
Urban 329 22336 0.005%* 0.400 0.333
All 717 17029 0.000** 0.000 0.000
Gaming Rural 100 275 0.000%* 0.005 0.000
the System  Suburban 288 925 0.249 0.000 0.000
Urban 329 6831 0.047 0.000 0.000

*Marginally Significant after B&H correction
**Significant after B&H correction

A significant though small decrease in gaming the system behavior occurred during
observations when all regions were considered together (p < 0.001). The mean amount
of gaming during the observation period was 0.02, while the mean amount of gaming
outside the observation period was 0.03. This decrease was also seen in rural areas (p
<0.001), while no significant difference was observed for urban and suburban schools.

7 Discussion & Conclusion

Within quantitative ethnography, our methods draw conclusions that are shaped by the
codes that we obtain and the structure we set. The quality of those choices has a signif-
icant impact on the validity of the conclusions we can draw, and whether they are fair
to phenomena and individuals being studied [54]. All active measurements impact the
subjects being studied in some way, but the impact of measurements on the phenomena
being studied are themselves under-studied. We attempted to quantify the degree to
which classroom observations conducting using the Baker Rodrigo Ocumpaugh Mon-
itoring Protocol (BROMP) have observer effects, and how the observer effect impacts
the prevalence of different affective experiences and behaviors observed among stu-
dents. Our findings revealed significant observer effects: a noticeable increase in en-
gaged concentration, as well as a decrease in frustration, off-task behavior, and gaming
the system when human observers were present in the classroom. Some differences in
observer effects were found between demographic cohorts of students — better



understanding these differences might require interviews of students during or after
observations.

The existence of an observer effect raises important questions about the meaning and
validity of codes collected through BROMP and similar methods. One possible inter-
pretation is that the presence of human observers has actually changed the distribution
of affective states and behavior among students. For example, the presence of more
adults in the room might prompt students to focus more on the learning task, producing
all the effects seen. In other words, students might genuinely be gaming the system less
and taking the learning task more seriously. If this is the case, then BROMP observation
is not changing how behaviors and affect manifest but is instead changing how much
(and perhaps when) behaviors and affect occur. This would not substantially impact the
validity of automated detectors trained using these codes but might impact the validity
of conclusions drawn from analyzing BROMP data directly in QE research.

If the observer effect only alters the proportion of observed affect and behavior in a
dataset, the impact on visual and statistical analyses of the data is likely to produce
consistent findings, particularly for epistemic networks, which are normalized to ac-
count for different unit sizes. However, if observer effects instead lead to changes in
how the same affect and behavior manifest, it could lead to more serious consequences
for reliability and validity. For example, our results could also be due to students con-
sciously concealing or feigning different affect than what they are genuinely experienc-
ing. In this case, even though the students may appear to be more focused or less frus-
trated during observation, their expressions may stem solely from self-presentation con-
siderations. Consequently, merely observing the students may fail to provide an accu-
rate reflection of their true emotional and behavioral dynamics, as their external reac-
tions no longer authentically represent their inner experiences. The labels collected
through these observations would not truly represent the learners' states and conditions.
If this were the case, it becomes relevant to ask what the previous correlations between
BROMP-derived detectors and other measures means. [s engaged concentration genu-
inely associated with better learning (e.g., [50])? Or is a combination of genuine en-
gaged concentration and the situational awareness to fake it what is actually predictive?

While our study provides evidence for an observer effect, it is unclear whether
BROMP observation alters the proportion of affect and behavior or whether BROMP
is modifying their externally visible manifestations. Still, if BROMP is being used to
compare the proportion of different affect or disengaged behaviors between systems or
contexts, it can only safely be compared to data also collected using BROMP or very
similar methods. This recommendation aligns with QE analysis best practices, where
only datasets from similar sources and of similar structure can be reliably compared.

However, our findings do not yet indicate that there is risk involved in using BROMP
to develop detectors of affect, as we have yet not seen evidence that BROMP changes
how behaviors and affect manifest in log data. To investigate that foundational question,
further research and triangulation will be necessary. This may involve finding a method
with highly similar operationalizations but without such an observer effect. For exam-
ple, retrospective hand-labeling of interaction data has been extensively used to identify
some disengaged behaviors (e.g. [48]). At the moment, we are not aware of an approach
for affect coding that lacks such limitations, as self-report produces demand effects,
video observation also produces observer effects [13], and observing students through
video without their awareness would generally be considered unethical.
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In addition, while data collected using BROMP showed evidence of observer effects,
there is no evidence that observer effects using BROMP are higher than the distortions
that might be produced by competing methods, such as video, other classroom obser-
vation methods, and self-report. For all we know, BROMP may be less impacted than
other approaches; determining this requires evaluating the impact of alternative label
collection methods on the same types of constructs within the same types of settings.
The comparison would benefit the QE field by determining how significant the observer
effects are for a range of data collection methods that can be used by the community.

However, while the precise nature and extent of the observer effect in BROMP and
other methods remains uncertain, our findings indicate that greater attention to this phe-
nomenon is necessary. While it is improbable that we can entirely eliminate observer
effects, greater consideration of this challenge may enable us to better understand the
limitations of our current data and findings, and over time, may help us to increase the
validity of our methods and the quality of our data. In turn, this will help to guarantee
that quantitative ethnography analyses meet their goals for fairness and validity.
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