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Abstract. Recently, there has been considerable interest in understanding the 

relationship between student affect and cognition. This research is facilitated by 

the advent of automated sensor-free detectors that have been designed to “infer” 

affect from the logs of student interactions within a learning environment. Such 

detectors allow for fine-grained analysis of the impact of different affective 

states on a range of learning outcome measures. However, these detectors have 

to date only been developed for a subset of online learning environments, in-

cluding problem-solving tutors, dialogue tutors, and narrative-based virtual en-

vironments. In this paper, we extend sensor-free affect detection to a science 

microworld environment, affording the possibility of more deeply studying and 

responding to student affect in this type of learning environment.  
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1 Introduction 

It is well recognized that affect interacts with engagement and learning in complex 

ways [1, 2, 3, 4, 5, 6]. Learning software such as ITSs offer great opportunities to 

study those interactions due to their fine-grained interaction logs and their capacity to 

track students' actions at multiple levels. In recent years, this research has been facili-

tated by the use of sensor-free affect detectors that can automatically infer a range of 

student affective states from student interactions. Sensor-free detectors have been 

developed for three kinds of ITSs to date: problem-solving ITSs where answers are 

straightforward (e.g. [7, 8, 9]), dialogue tutors where the student iterates towards an 

answer (e.g. [10, 11]), and narrative-based virtual environments where the student 

explores a complex environment (e.g. [12]). One key finding is that, though the prin-

ciples of affect detection are largely the same, the student behaviors associated with 

each affect often differ considerably based on the design of the learning environment 

being used. For instance, affect detection in problem-solving tutors tends to focus on 

timing, pauses, and patterns of errors, and the contexts in which they occur. In game-



 

 

like virtual environments such as Crystal Island, affect detectors have been built using 

counts of how many times the player engaged in meaningful actions such as viewing 

books, and whether the student has completed important milestones [12]. In dialogue 

tutors, affect detection tends to focus on the actual content of student dialogue acts 

and how the content changes over time. Given this coupling between student behav-

iors indicative of affective states and the learning environment in which they are 

demonstrated, it is important to study those behaviors in a broader range of learning 

environments to make sensor-free affect detection more feasible. 

In this paper, we study how to automatically detect student affect in the Inq-ITS 

inquiry learning environment [13] in which students use simulation and support tools 

to engage in inquiry. We do this by using a combination of data mining and ground-

truth labels that were obtained from field observations of affect. When compared with 

other systems, Inq-ITS's simulation microworlds offer a less constrained learning 

environment than problem-solving [7, 8, 9] or dialogue tutors [10, 11], allowing more 

exploratory behaviors. At the same time, simulation microworlds are more con-

strained than virtual environments, such as Crystal Island [12] and EcoMUVE [14], 

where students have a lot of freedom to explore the virtual world which can lead to a 

wider range of ways that affect can manifest in behaviors.  

Prior research on affect in simulation microworlds has provided evidence of a 

range of different affective states associated with learning. For example, relatively 

high amounts of boredom, an undesirable affect associated with both gaming the sys-

tem [1] and off-task behavior [15], has been observed in some simulation 

microworlds [15]. The availability of sensor-free affect detectors for this type of envi-

ronment would enable more in-depth studies of similar relationships, providing a 

better understanding of how affect impacts learning in these rich learning contexts.  

2 Inq-ITS Learning Environment 

The Inq-ITS learning environment (formerly known as Science Assistments [13]) is a 

web-based environment in which students conduct inquiry with interactive simula-

tions aligned to middle school Physical, Life, and Earth Science content described in 

the NGSS standards [16]. Activities have a driving question pertinent to a science 

topic, and require students to address the question by conducting an investigation 

using a simulation and other inquiry support tools.  

For example, a driving question in a Phase Change activity asks students to deter-

mine if one of three factors (size of a container, amount of ice to melt, and amount of 

heat applied to the ice) affects various measurable outcomes (e.g., melting or boiling 

point). Students address this by conducting inquiry, i.e., formulating a hypothesis, 

collecting data to test it with the simulation, analyzing the data, warranting their 

claims, and communicating their findings. Before making a hypothesis, students can 

first explore the simulation. More information about Inq-ITS can be found in [13, 17]. 



 

 

3 Method 

3.1 Data Collection 

Data on student affect was collected from 326 students who conducted inquiry within 

the Inq-ITS system in 2011 in 11 different 8
th

 grade classes from 3 schools in Massa-

chusetts. Students came from a diverse population (Table 1).  

Table 1. Demographic information for the three schools in our data set. 

 First school Second school Third school State average 

Hispanic students 3% 6% 40% 10% 

African-American students 0% 2% 17% 8% 

Asian-American students 3% 12% 12% 6% 

Caucasian Students 89% 79% 28% 76% 

Students at or above proficient 

level on the MCAS science test 
53% 63% 10% 39% 

Students receiving reduced or 

free lunch 
5% 16% 83% 34% 

 

Four expert field observers coded student affect and engaged/disengaged behaviors 

while students used the software. Here, we focus on the affect codes. The observers 

based their judgment of a student's affect on the student's work context, actions, utter-

ances, facial expressions, body language, and interactions with teachers or fellow 

students [cf. 18, 19]. Within an observation, each observer coded affect on five cate-

gories [1]: boredom, confusion, frustration, engaged concentration (the affect associ-

ated with the flow state [cf. 1]) and "?" (an affect different from the coding scheme 

and situations when coding was impossible/irrelevant such as when a student went to 

the bathroom).  

The coders used the HART app for Google Android handheld computers [8], 

which implements the Baker-Rodrigo Observation Method Protocol (BROMP) [1, 

20], a protocol for coding affect and behavior during use of educational software. All 

coding was conducted by the second, fifth, sixth, and seventh authors. These coders 

were previously trained by two expert coders. Pairs of coders achieved inter-rater 

reliability (Kappa) of 0.72 (second and sixth authors, affect), 0.60 (second and sev-

enth, affect) and 0.60 (fifth author and additional expert coder, affect). This degree of 

reliability is on par with Kappas reported by past projects that have assessed the relia-

bility of detecting naturally occurring emotional expressions [1, 18, 21, 22]. 

As mandated in BROMP [20], students were coded in a pre-chosen order, with 

each observation focusing on a specific student. To obtain the most representative 

indication possible of student affect, only the current student’s affect was coded. At 

the beginning of each class, an ordering of observation was chosen based on the class 

layout and was enforced using the hand-held observation software. A total of 4155 

observations were made across the 326 students. Each observation lasted up to twenty 

seconds, with observation time automatically coded by the handheld software. If af-

fect and behavior were determined before twenty seconds elapsed, the coder moved to 

the next observation. If two distinct affective states occurred during a single observa-



 

 

tion, only the first state observed was coded. Each observation was conducted using 

peripheral vision or side-glances to reduce disruption [cf. 1, 20, 22, 23].  

From the initial 4155 observations, 1214 (from 205 students, with an average of 

5.92 observations per students and a standard deviation of 5.94) were used in the final 

analyses. Of the 2941 discarded observations: 1146 were coded as "?"; 331 were 

made while the student had been inactive for more than 5 minutes; and 1464 were 

made when the student was not currently involved in a science inquiry task (for ex-

ample, when the student was answering other multiple-choice test questions [e.g. 24]). 

Within the 1214 remaining observations, the affective states had the following fre-

quencies: engaged concentration was observed 896 times (82.50%), boredom 109 

times (10.03%), confusion 44 times (4.05%), and frustration 38 times (3.50%).  

3.2 Feature Distillation 

In order to distill a feature set for our affect detectors, student actions within the soft-

ware were synchronized to the field observations. During data collections, both the 

handheld computers and the Inq-ITS server were synchronized to the same internet 

NTP time server. Actions during the 20 seconds prior to data entry by the observer 

were considered as co-occurring with the observation. A total of 127 features were 

developed using the actions that co-occurred with or preceded the observation. 

Our main feature set was based on the 73 features distilled by Sao Pedro et al. in 

[24], which looked at the different types of actions the students can make while they 

use Inq-ITS. Of the action types distilled in [24], we kept those that occurred in our 

data set: hypothesis variable changes, simulation variable changes, simulation pauses, 

incomplete trials run, complete trials run, all trials run and all relevant actions. We 

note that Sao Pedro et al. [24] did not include student interactions during the analysis 

stage of the inquiry process. We included analysis stage interactions to enable affect 

detection in that stage and created 7 new features to summarize those interactions.  

To compute values for the previously described features, we accumulated lists of 

each type of relevant action during the 60 seconds prior to an observation to capture 

the student's behavior immediately before it. For each of those lists, like [24], we 

calculated the minimum, maximum, average, median, standard deviations, and sum of 

the time spent on each action, as well as a count of the number of actions in the list. 

Since some observations were made when the student had been inactive for more than 

60 seconds, we repeated the same process to create a second set of features using lists 

from the 5 actions prior to the observation. This combination accounted for 112 of the 

features distilled from our dataset. 

We created two features related to the time elapsed since the last student action: a 

binary feature indicating whether the student has been inactive for the last 60 seconds, 

a potential indicator of off-task behavior [cf. 8], and the time elapsed between the last 

action of the student and the moment of the observation. 

Bayesian knowledge tracing (BKT) was used to distill features indicating whether 

students knew how to apply two inquiry skills, designing controlled experiments and 

testing stated hypothesis [24]. Three features were computed for each skill: the proba-

bility that the skill was known before the most recent practice opportunity, the proba-



 

 

bility the skill was known afterwards, and the probability that the student would cor-

rectly apply the skill on the most recent practice opportunity. In addition, we comput-

ed the ratio of positive and negative assessments during the last 5 student actions. 

An additional 3 features were distilled in relation to the different stages of the in-

quiry process: whether the student had explored the microworld before making a hy-

pothesis, whether the student had completed the current stage at least once in a past 

activity and the time elapsed so far during the current inquiry stage. 

Finally, in the version of Inq-ITS (Science Assistments) for which the interaction 

data were collected, each time a student enters a stage for the first time for the current 

activity, the system shows a text box containing orienting instructions for each stage 

of inquiry. We created three features related to this text box: whether it is currently 

open, the time elapsed since it was opened (if it is still opened), and whether the stu-

dent closed it during the 20-seconds of actions co-occurring with the observation.  

3.3 Machine Learning Algorithms 

We built separate detectors for four affective states: boredom, confusion, frustration, 

and engaged concentration for three stages of inquiry: hypothesizing, collecting data, 

and analyzing data. Thus, each affective state was predicted separately – e.g. BORED 

was distinguished from NOT BORED (i.e., all other affective states) within each in-

quiry stage (i.e., BORED/NOT BORED in hypothesizing, BORED/NOT BORED 

while collecting data, etc.). Separate detectors were created for each stage because 

they each have specific actions associated with its user interface. As such, the patterns 

of actions related to each affective state may differ between stages. For the specific 

case of engaged concentration, cases where students were off-task were considered 

NOT ENG. CONC., since this reflects engaged concentration with something other 

than learning or Inq-ITS (e.g. the day’s classroom gossip). Also, no detectors were 

built for the "exploring" stage due to the low number of observations (only 23). Table 

2 shows the frequency of each affective state.  

Each detector was evaluated using leave-one-out student-level cross-validation. In 

this process, for each student, a detector is built using data from every other student 

before being tested on that student. By cross-validating at this level, we increase con-

fidence that detectors we build with a specific feature set will be accurate for new 

students. In addition, re-sampling was used to make the class frequency more equal 

for detector development (e.g. 96.15% of the observations were labeled as “not frus-

trated” during hypothesizing). However, all performance calculations were made with 

reference to the original dataset, as in [12]. 

Table 2. Frequency of the affect observation across the four stages of inquiry. 

 Hypothesizing Experimenting Analyzing 

BORED 35 (11.22%) 43 (8.14%) 28 (7.98%) 

CONFUSED 13 (4.17%) 19 (3.60%) 10 (2.85%) 

FRUSTRATED 12 (3.85%) 13 (2.46%) 10 (2.85%) 

ENG. CONC. 220 (70.51%) 390 (73.86%) 271 (77.21%) 



 

 

 

We fit sensor-free affect detectors using three common classification algorithms 

that have been successful for building affect detectors in the past [8, 9]: J48 decision 

trees, JRip, and step regression (linear regression with a step function). By fitting the 

detectors using multiple algorithms, we can select the best algorithm for each affec-

tive state, as manifested in the relationship between the distilled features and the af-

fect labels (linear, small clusters, etc.). Detector performance was assessed using two 

metrics: Cohen's Kappa [25] and A' computed as the Wilcoxon statistic [26]. Cohen's 

Kappa assesses the degree to which the detector is better than chance at identifying 

the student's affective state for a specific observation. A Kappa of 0 indicates that the 

detector performs at chance, and a Kappa of 1 indicates that the detector performs 

perfectly. A' is the probability that the algorithm will correctly identify whether an 

observation is an example of a specific affective state. A' is equivalent to the area 

under the ROC curve in signal detection theory, and is approximated by W [26]. A 

model with an A' of 0.5 performs at chance, and a model with an A' of 1.0 performs 

perfectly. A' was computed at the observation-level. 

Feature selection for machine learning was conducted using two semi-automated 

procedures. First, we applied forward selection, a process in which the feature that 

most improves model performance is added repeatedly until adding additional fea-

tures no longer improves performance. During forward selection, cross-validated 

Kappa and A' on the original non-resampled dataset were used. Kappa was used as the 

main performance metric for selecting a feature, but an alternate feature was selected 

when the model's A' was judged to be unusually low when compared to the value of 

Kappa. Then, backward elimination was applied on the sets of features generated by 

the forward selection algorithm to determine whether a simpler model could achieve 

better or equivalent performance, thereby reducing model over-fitting. 

4 Results 

We evaluate the degree to which the detectors for each construct within each inquiry 

stage can identify their respective affect. Detectors’ performance over all four con-

structs and across all inquiry tasks was better than chance (A’ = .50, Kappa = 0.0) and 

comparably well to past sensor-free detectors of affect. Table 3 shows the perfor-

mance of the 12 detectors we built and provides a list of the features used in each 

detector. Descriptions of each feature (from F1 to F47) are provided in Table 4. The 

average student cross-validated Kappa was 0.354 and the average A' was 0.720. This 

is above the average Kappa of 0.296 and A' of 0.682 obtained in a study with similar 

validation [9] within the ASSISTments problem-solving ITS for math. The detectors 

described in [12] for a virtual environment achieved an average accuracy that was 

16% better than the base rate (approximately comparable to a Kappa of 0.16). The 

detectors for Cognitive Tutor Algebra from [8] achieved an average Kappa of 0.30. 

Another positive aspect of our detectors is that they were cross-validated at the 

student-level, and developed using a diverse population (Table 1). As such, it is likely 

that they will generalize to new students across the entire population of Inq-ITS users.  



 

 

Table 3. Each of the models and their student-level cross-validated performances. 

 Hypothesizing Experimenting Analyzing 

BORED 

J48 

F2, F7, F31, F38 

Kappa = 0.305 

A' = 0.699 

JRip 

F3, F15, F19, F35, F36 

Kappa = 0.252 

A' = 0.704 

J48 

F1, F10, F22, F37, F45, F47 

Kappa = 0.438 

A' = 0.767 

CONFUSED 

J48 

F2, F14, F31, F45 

Kappa = 0.327 

A' = 0.704 

JRip 

F2, F3, F9, F16, F20 

Kappa = 0.355 

A' = 0.777 

J48 

F20, F28, F33, F38 

Kappa = 0.319 

A' = 0.724 

FRUSTRATED 

JRip 

F2, F5, F31, F42, F44, 

F46 

Kappa = 0.301 

A' = 0.688 

J48 

F8, F11, F18, F30, 

F34, F39, F46 

Kappa = 0.486 

A' = 0.762 

J48 

F13, F23, F24, F26, F30, F32 

Kappa = 0.379 

A' = 0.729 

CONCENTRATED 

Step regression 

F3, F4, F6, F12, F29, 

F36, F43 

Kappa = 0.336 

A' = 0.715 

J48 

F17, F21, F27, F38, 

F41 

Kappa = 0.313 

A' = 0.638 

Step regression 

F17, F23, F25, F34, F40 

Kappa = 0.431 

A' = 0.738 

Table 4. List of all the features used in the final detectors. 

F1: The number of hypothesis variables changed in the last 60 seconds. 

F2: The mean of all time taken to change one of the hypothesis variable in the last 60 seconds. 

F3: The sum of all time taken to change one of the hypothesis variable in the last 60 seconds. 

F4: The number of hypothesis variable changed in the last 5 student actions. 

F5: The maximum of all time taken to change one of the hypothesis variable in the last 5 student actions. 

F6: The median of all time taken to change one of the hypothesis variable in the last 5 student actions. 

F7: The standard deviation of all time taken for hypothesis variable changes in the last 5 student actions. 

F8: The minimum of all time taken to change one of the simulation variable in the last 60 seconds. 

F9: The maximum of all time taken to change one of the simulation variable in the last 60 seconds. 

F10: The median of all the time taken to change the value of a simulation variable in the last 60 seconds. 

F11: The mean of all time taken to change one of the simulation variable in the last 60 seconds. 

F12: The sum of all time taken changing a simulation variable in the last 60 seconds. 

F13: The mean of all time taken to change one of the simulation variable in the last 5 student actions. 

F14: The sum of all the time spent on completed trials run in the last 60 seconds. 

F15: The minimum of all the time taken executing an incomplete trial in the last 60 seconds. 

F16: The number of incomplete trials run in the last 5 student actions. 

F17: The sum of all time spent executing trials in the last 60 seconds. 

F18: The maximum of all time spent executing a trial in the last 5 student actions. 

F19: The sum of all time taken executing trials in the last 5 student actions. 

F20: The number of simulation pauses in the last 5 student actions. 

F21: The mean of all time spent on simulation pauses in the last 5 student actions. 

F22: The mean of all the time taken to execute one of the analysis action in the last 60 seconds. 

F23: The sum of all time taken to execute any analysis action in the last 60 seconds. 

F24: The number of analysis actions amongst the last 5 student actions. 

F25: The mean of all time taken to execute any analysis action in the last 5 student actions. 

F26: The standard deviation of all time taken to execute any analysis action in the last 5 student actions. 

F27: The number of relevant actions executed in the last 60 seconds. 

F28: The minimum of all time taken to execute any relevant action in the last 60 seconds. 

F29: The median of all time taken to execute any relevant action in the last 60 seconds. 



 

 

F30: The standard deviation of all time taken to execute any relevant action in the last 60 seconds. 

F31: The sum of all the time taken to execute any relevant action in the last 60 seconds. 

F32: The number of relevant actions amongst the last 5 student actions. 

F33: The median of all time taken to execute any relevant action in the last 5 student actions. 

F34: The standard deviation of all time taken to execute any relevant action in the last 5 student actions. 

F35: The probability of knowing how to design controlled exp. before the most recent practice opportunity. 

F36: The probability of knowing how to design controlled exp. after the most recent practice opportunity. 

F37: The probability of correctly designing a controlled exp. on the most recent practice opportunity. 

F38: The probability of knowing how to test stated hypothesis before the most recent practice opportunity. 

F39: Whether the student was inactive in the software for the last 60 seconds. 

F40: The time elapsed since the last user action at the moment of the observation. 

F41: Whether the student entered the exploration stage during this activity. 

F42: Whether the student has completed the current stage at least once in a previous activity. 

F43: The time elapsed since the start of the current stage. 

F44: Whether the text box is currently opened. 

F45: The time elapsed since the explanation text box was opened, if it is still opened. 

F46: Whether the student closed the text box during the observation. 

F47: The ratio of positive and negative assessments by the system for the last 5 student actions. 

5 Discussion and Conclusion 

In this paper, we presented 12 sensor-free detectors that detect boredom, confusion, 

frustration, and engaged concentration in the different stages of inquiry in the Inq-ITS 

environment [17]. This work represents the first automated sensor-free detectors of 

student affect in simulation microworlds built. Conducting affect detection in a simu-

lation microworld such as Inq-ITS presents different challenges than in other online 

learning environments. The absence of action-by-action assessment of correctness as 

in problem-based tutors (e.g. [8]) and the lack of on-demand help (e.g. [8, 9, 10]) 

hinder the engineering of features similar to those that have proven effective in prob-

lem-solving tutors and dialogue tutors such as Cognitive Tutor [8], ASSISTments [9] 

and AutoTutor [10]. However, other features such as the time spent on different types 

of actions, the probability that the student knew two key skills [24], and whether the 

student was inactive in the last 60 seconds, proved useful for this challenge (Table 4). 

The non-uniform user interface for the different stages of inquiry also proved to be 

an important consideration for the generation of affect detectors. Each stage has spe-

cific types of actions associated with it and thus patterns of actions related to each 

affect differ in each stage. This is a general problem for affect detection in learning 

environments where the student-computer interaction can change considerably from 

moment to moment. An additional challenge comes from having many observations 

that co-occur with actions from two stages. In those situations, the interpretation, as 

an indicator of a specific affect, might differ for the same type of actions depending 

on whether the action occurred shortly before changing stages or right after changing 

stage. For these reasons, we created different detectors for each stage of the inquiry 

process in Inq-ITS. As can be seen in Table 3, few of the best features for individual 

detectors were reused across multiple stages for the same affect. No features were 

reused across the BORED detectors, F2 and F20 were reused for CONFUSED, F30 

and F46 for FRUSTRATED, and F17 for CONCENTRATED.  



 

 

The detectors proposed in this paper can be used to study whether specific features 

of the Inq-ITS system have an impact on the occurrence of affective states. For exam-

ple, a brief analysis indicates that in our dataset (collected on a prior version of Inq-

ITS), 23 out of the 38 observations of frustration (60.53%) occurred when a text box 

was open or shortly after it was closed. This is more than one would expect as only 

36.90% of all the observations matched this condition, and this feature has subse-

quently been changed in Inq-ITS.  

By developing automated detectors that can identify boredom, confusion, frustra-

tion, and engaged concentration, we can take a step towards allowing Inq-ITS to ef-

fectively adapt to the full range of student's interaction choices during learning and 

develop interventions that target very specific kinds of disengaged behaviors, as has 

been successfully done to improve learning in other systems [as in 27, 28, and 29] to 

offset negative affect states such as boredom.  
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