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Abstract: As student learning transitions to being increasingly 24/7, online courses 
struggle to provide support for learners on the same schedule. Human TAs are bound 
by time constraints and are often available only during limited working hours. This can 
result in a wait time for students seeking answers to their coursework questions. This 
paper introduces a novel approach to address this need by developing a Virtual 
Teaching Assistant (TA) that leverages OpenAI’s text embeddings to format and search 
for data and GPT to adapt the style and content of its responses to align with the typical 
discourse found in a discussion forum. Our virtual TA, JeepyTA, offers round-the-clock 
assistance to students, much more rapidly addressing their academic queries. 
Although still limited in what it can respond to, JeepyTA provides students with 
responses to their logistic, conceptual, and programming questions, tailored to specific 
courses. In this paper, we outline the development process, discuss the results, and 
outline our future plans for a more generalized and versatile Virtual TA catering to a 
broader range of courses and their differing learning support needs. 
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1. Introduction 
 
Artificial intelligence has been prominent in education for years (Roll & Wylie, 2016), but most 
extant systems have involved narrow interaction (e.g. Anderson et al., 1995) or limited scope 
of content (e.g. Nye et al. 2014). Contemporary large language models, by contrast, can be 
used in a broader range of contexts, with full natural-language interaction (Brown et al. 
2020). Generative Pre-trained Transformer (GPT), a series of large language models which 
everyday users can interact with through a chatbot, has quickly gained a large user base. Its 
language processing capabilities allow it to behave as if it comprehends the context and 
meaning of words in user queries and provide accurate answers based on its extensive 
knowledge base. Its adaptability and fine-tuning capabilities along with API access make it a 
versatile solution for various applications in education (e.g., Lagakis et al, 2023; Pankiewicz & 
Baker, 2023; Doughty et al., 2024). 

In this paper, we discuss our efforts to embed the GPT engine into a university-level 
course as a virtual teaching assistant, JeepyTA. JeepyTA leverages GPT’s capabilities to 
address several needs in contemporary university courses. Firstly, JeepyTA can review and 
respond to student discussion posts on online forums involving questions about the course. 
This reduces the workload for educators who traditionally spend substantial time addressing 
forum queries, allowing them to allocate more time to other aspects of the course, such as 
working one-on-one with students. By acting as a first point of contact for student inquiries, 
JeepyTA’s goal is to enhance the efficiency of administrative tasks, freeing up human 
educators to focus on more complex aspects of teaching and learning. Its round-the-clock 
availability is another significant advantage as students can receive near-immediate 
responses to their inquiries, even during odd hours or outside of teaching assistants' or 
professors' working hours. Beyond this, JeepyTA's ability to analyze and classify the content 



of discussion posts, identify key points, and generate relevant responses has the potential to 
improve the quality of interactions in online learning environments. Its capacity to automatically 
generate prompts and questions for classroom discussions may play a useful role in 
encouraging students to think critically and engage in meaningful conversations. JeepyTA is 
also able to assist students in debugging their code. This application of GPT not only has the 
potential to enhance the overall student experience but also ensures immediate access to 
academic support right when it is needed. 
 
2. Related Work 
 
The development of forum-based support for teaching has emerged as a potent strategy for 
facilitating discourse and fostering proactive student engagement (Zhang et al. 2018; Daher 
et al. 2021). Online forums improve students’ learning engagement and motivation, while also 
reducing procrastination (Kang et al., 2023).  

Online discussion forums present opportunities for interactive learning, inquiry-based 
learning, and effective communication among students and instructors. To make the most of 
their impact, it is crucial to have substantial participation from both students and instructors 
(Onyema et al., 2019, Andres et al. 2018). Empirical evidence indicates that active 
participation in online discussions correlates with better academic performance (Lindblom-
Ylänne et al., 2003), emphasizing the potential value of instructional interventions to enhance 
engagement (Chen, 2024). 

Furthermore, a good discussion forum can help mitigate the fact that many students are 
unable to meet with teaching assistants and faculty during office hours due to factors such as 
work schedule conflicts (Abdul-Wahab et al., 2019). Students frequently need assistance 
during unconventional hours which highlights the limitations of conventional support systems 
(Mounsey et al., 2013). Educators also face the difficulty of responding to questions promptly, 
particularly after lecture hours and during peak exam preparation periods (Knobloch et al., 
2018).  This absence of immediate support can negatively impact student satisfaction 
(Després-Bedward et al. 2018). While teaching assistants serve as valuable resources, their 
availability, similarly to the instructors’, may be constrained by their own commitments. As 
such, there may be benefits from creating more readily accessible forms of student assistance 
(Mirzajani et al., 2016; Knobloch et al., 2018). 

Given limited time, lecturers cannot distribute their attention equally to all students. While 
not all posts require immediate instructor attention, other posts may be critical. If critical posts 
are not responded to in a timely fashion, it may negatively impact students’ motivation and 
engagement (Després-Bedward et al. 2018). In one analysis performed on the data originating 
from educational discussion forums, as many as 20% of posts were urgent (Khodeir, 2021). 
Some work has attempted to focus instructors’ time by automatically detecting which forum 
posts are most urgent (Khodeir, 2021; Svabensky et al., 2023).  

Automated question-answering methods have thus far required manual mapping of 
potential questions and teaching context to be able to respond to queries on course 
content (e.g., Knobloch et al., 2018). Virtual teaching assistants focused on addressing 
frequently-asked logistics questions and content-related factual questions can be helpful in 
reducing the workload for instructors and TAs by automating the routine part of instructor-
student interaction (Zylich et al., 2020). For example, the AI-augmented intelligent educational 
assistance framework developed by Sajja et al. (2023) leverages fine-tuned GPT-3 (Davinci) 
to automatically generate virtual assistants given a course syllabus. This tool can answer 
questions related to curriculum, logistics and course policies and customize responses based 
on the sentiment of students’ questions. However, while this system helps overcome 
communication barriers between students and instructors, it still struggles to correctly respond 
to course/logistics questions when this information is not clearly provided to it (Sajja et al., 
2023).  

Furthermore, students remain uncertain about the value of AI teaching assistants in 
higher education. For example, Kim et al. (2020) conducted a survey among undergraduate 
students evaluating their attitudes toward emerging technologies (such as Apple's Siri and 
Amazon's Alexa) and their impressions of an AI teaching assistant created by a U.S. professor. 



The study found that the perceived usefulness and ease of communication with AI teaching 
assistants play a crucial role in influencing their adoption, ultimately predicting whether 
students have positive attitudes toward their use. 
 
3. JeepyTA 
 
We named the AI chatbot introduced in the course discussion forum JeepyTA, a combination 
of "GPT" (from the OpenAI language model it is based on) and "TA" (its role as a teaching 
assistant). JeepyTA leverages the dialogue feature of the pre-trained language model GPT 
and is further adapted with course-specific materials. This additional adaptation allows it to 
respond in ways that are relevant to the course. JeepyTA's main function in the forum is to 
respond to student questions and interact with their comments.  

For the pilot deployment of JeepyTA we used Flarum, an open-source discussion 
platform. It provides an extensible architecture, suitable for the integration of additional 
features, such as forum bots. We developed an extension to send requests to the GPT API, 
generating responses to student posts and publishing them in the name of JeepyTA on the 
forum. Additionally, we also created functionality enabling the instructor to select categories in 
which JeepyTA interacts with students, define categories where JeepyTA responses require 
moderation (by the instructor or TA) before being published, and add specific prompts for each 
of the categories. Students were also given the option to choose not to have the content they 
generate on the platform sent to JeepyTA.  

Unlike in chats, where the communication happens real-time, discussion forum users do 
not expect instantaneous replies. Therefore, JeepyTA's responses were not generated 
immediately, but with a random delay of 20-120 seconds. Asynchronous generation of 
responses in this scenario has benefits: we are less impacted by longer API response times, 
request and token limits or additional data processing pipelines. 
 
3.1 Design of JeepyTA 
 
JeepyTA was first deployed in a graduate-level Educational Data Mining course at a large 
private university in the Northeastern United States. A significant component of the course 
involves students sharing their code and the steps of their assignment completion procedures 
to exchange ideas. In JeepyTA, each action, along with the content created or modified, is 
recorded in the log data along with the timestamp and user ID. Images are recorded as an 
image preview URL in the log data. 

 Throughout the first semester when JeepyTA was operational, each response it 
generated was marked with a flag. The instructor and TAs were notified via email about these 
responses and decided to either approve or reject each response. Instructors also had the 
opportunity to modify any generated response before it becomes accessible to students. This 
additional layer was implemented to prevent misleading, erroneous, or non-useful responses 
from JeepyTA and to aid in collecting insights for ongoing improvement. 
 
3.2 Constructing JeepyTA 
 
Customizing the language model is essential for developing a course-specific AI teaching 
assistant. While GPT-based models possess a comprehensive ability to respond to questions 
involving general knowledge, programming, and problem-solving skills, they lack awareness 
of information beyond their training data. Moreover, the specific knowledge or practices taught 
in a course might not align with what GPT models were trained on. For instance, in Educational 
Data Mining, student-level cross-validation is the primary approach used to validate behavior 
models, as this method assesses the degree to which the model generalizes to data from 
unseen students. If students consult ChatGPT, however, it is likely to suggest traditional flat 
cross-validation methods or a flat train-test split to validate the model, which are legitimate 
approaches in general but less appropriate in this context. Therefore, in our specific case, our 
goal is to adapt the model with course-related details and knowledge such as syllabi, course 



schedules, lecture slides, assignment descriptions, and frequently asked questions/answers 
from previous years. The challenge lies not only in adapting the model to understand these 
contents but also in ensuring that it can provide accurate, helpful, and timely responses to 
both general and course-specific queries from students. 

There are two primary ways for a GPT-based model to learn: updating its model weights 
or incorporating additional inputs into the model (Cselle & Rajgor, 2022). These correspond to 
fine-tuning and embedding-based search. Fine-tuning entails adjusting the model’s 
parameters by exposing it to specialized content (e.g. see work done by Yu et al., 2021). 
During this process, the model's internal parameters are adjusted to better align with the new 
dataset. This enables the model to incorporate information from the training materials and to 
acquire the distinctive patterns and information relevant to them. However, fine-tuning has its 
limitations, particularly in tasks requiring precise factual recall, as the model may inadvertently 
lose some details post-training (Cselle & Rajgor, 2022). 

The other way for GPT to learn, embedding, involves a process of converting words, 
phrases, or documents into numerical vectors suitable as input (Peng et al., 2023). The 
process of integrating course-related information into GPT-based models includes converting 
this information into embeddings and then combining them with the model's existing 
embeddings. This method does not modify the pre-trained model but instead forms a hybrid 
representation that fuses the model's general knowledge with specific data. As a result, there 
is no additional training time required. This approach is like taking an exam with open notes, 
helping the model to provide consistent and intended outputs (Cselle & Rajgor, 2022). Within 
this project, we used the embedding approach. In the version of JeepyTA discussed in this 
paper, we selected GPT-3.5 over the GPT-4 model due to the token size limitations in GPT-4 
models at the time of development, which could not accommodate our extensive course 
materials. However, in the current version of JeepyTA, instructors can choose between GPT-
3.5 and GPT-4 based on their needs and preferences. 
 
3.3 Embedding 
 
To prepare for embedding-based search, we created a collection of demonstration 
conversations, formatted as question-and-answer pairs, drawn from the course material (both 
logistics and course content). Both types of questions were based on questions asked in the 
past three iterations of the course. This mimics potential student interactions with the model 
during class sessions. We decided against using the original syllabus and course schedule, 
as their concise and structured presentation might not be readily interpretable by the language 
model. The final dataset consists of 279 question-and-answer pairs.  

The dataset was converted into embeddings using the OpenAI text-embedding-ada-002 
engine, selected for its efficiency and cost-effectiveness in diverse applications. When a 
student asks a question, it is first encoded into embeddings using the same method as used 
for converting the input data. Following this, the model computes the cosine similarity in the 
spatial domain between the query embedding and the embeddings of the answers in the 
dataset. The answers are then ranked based on their similarity scores relative to the query 
embedding. Answers with the highest similarity scores are regarded as most pertinent to the 
user's query. Then, we used the gpt-3.5-turbo model to rephrase the answer to match the style 
of a discussion forum. In situations where the similarity score between the query embedding 
and top-scoring answer embedding is below 0.70 (this was chosen based on observation) or 
the top-scoring answer does not adequately address the question, we instruct JeepyTA to 
generate a response based on its existing knowledge base, using the prompt below:  

You are JeepyTA, a virtual teaching assistant for the course JeepyTA. Your 
role is to assist students with their course-related inquiries using the answer 
provided below. In instances where the provided answer does not address 
the question asked, please advise the student to seek additional guidance 
from the instructor or teaching assistants. For general questions, please 



offer a response based on your existing knowledge base. Please add a 
general greeting to students in each response.  

This process was introduced to make JeepyTA responses differ from the default chat-
based style and make them more elaborate and forum-like. This was also to prepare the agent 
for future usage of custom fine-tuned models for response generation (customization to match 
the instructor's style with the fine-tuned model was however not used during this first study). 
Before introducing JeepyTA into the discussion forum, we conducted several rounds of testing 
to ensure it could handle paraphrased questions about the course material and still address 
questions beyond its existing knowledge. For an example of its real-life application, refer to 
Figure 1. 

 

 
Figure 1. A student poses a question about the requirements for assignments, and JeepyTA 

provides a response. 
 

4. Methods and Results 
 
In this section, we outline the procedures for collecting and understanding students' 
perceptions and opinions of JeepyTA's usefulness and response quality, as well as the 
approaches used to assess its efficacy in delivering prompt responses to students and 
assisting instructors and TAs in responding during less convenient time frames. Learning 
gains were not assessed, as directly improving learning was not a core goal of this first use of 
the virtual teaching assistant. We then present the results for each set of analyses. 
 
4.1 Quality Evaluation 
 
To understand students' perceptions towards the virtual teaching assistant JeepyTA, a survey 
was administered at the end of the semester. This survey aimed to collect students' thoughts 
and feelings following their interactions with JeepyTA throughout the semester. We 
emphasized that participation in the survey was entirely voluntary. We assured participants 
that their responses would be anonymized prior to sharing with the research team and that 
their grades would not be affected by their decision to participate or not. After providing 
informed consent, students were given 13 multiple-choice questions, along with five open-
ended questions for more comprehensive feedback and suggestions. The survey's format 
enabled students to choose one option for each aspect of JeepyTA evaluated, as outlined in 
Table 3. The available responses included: AI TA is significantly better (5), AI TA is somewhat 
better (4), Similar/undecided (3), Human TA is somewhat better (2), and Human TA is 
significantly better (1). The Institutional Review Board (IRB) at the university has reviewed and 
granted an exemption for this study. 

The end-of-semester survey received 15 responses, which represents 27% of the total 
enrolled students. A beginning-of-semester survey was also given, but had very low 
participation and is not analyzed here. We used a two-sample t-test to compare whether the 
average score for each question deviated from the neutral/uncertain score of 3. This approach 
helped determine how students compared JeepyTA to a human TA along several dimensions. 



A non-significant test result would indicate that there is no evidence that students view 
JeepyTA as being statistically significantly worse (or better) in quality than a human TA. The 
average scores and p-values for each question are listed in the second and third columns of 
Table 1. 
 
Table 1. Mean Scores for Each Research Question and Their Significance Relative to a 
Baseline of 3 (Neutral/Uncertain). A * indicates statistical significance. 

Survey Questions Mean p-value 
Q1. Responding quickly to posts 3.00 1.00 
Q2. Responding accurately to questions about the syllabus 2.67 0.17 
Q3. Responding accurately to questions about course content subject 3.13 0.55 
Q4. Responding politely and professionally 2.80 0.49 
Q5. Responding clearly and understandably 2.47 0.09 
Q6. Responding without grammatical errors 3.33 0.29 
Q7. Providing useful responses 2.80 0.17 
Q8. Providing long enough responses 3.33 0.24 
Q9. Providing feedback without giving away the answer 2.73 0.36 
Q10. Giving useful ideas and suggestions 2.47 0.04* 
Q11. Supporting student learning of course content 2.47 0.06 
Q12. Supporting student development and improvement of learning strategies 2.20 0.02* 
Q13. Supporting student motivation 2.07 0.01* 

 
The survey results indicate that students do not perceive JeepyTA to be worse than a 

human TA in various aspects related to course content and communication. However, it falls 
short in three specific areas: providing useful ideas (Q10), supporting student development 
(Q12), and fostering student motivation (Q13). There is also a marginally significantly worse 
result for JeepyTA for Q11, supporting student learning of course content, and Q5, responding 
clearly and understandably. If a Benjamini & Hochberg (1995) post-hoc correction is applied, 
none of these findings remain statistically significant, but these areas may nonetheless be 
important for future development while awaiting a replication study with a larger population. 
These findings suggest that while JeepyTA is capable in most technical and content-related 
aspects, it may require further development or adjustments to better address the pedagogical 
aspects of its role and improve its ability to motivate and support students in their overall 
learning and growth. 
 
4.2 Efficiency Evaluation 
 
To evaluate whether JeepyTA facilitated faster and more convenient responses from 
instructors to student inquiries, we analyzed forum post data from the previous iteration of the 
same course offered previously at the same institution. The structure, content, requirements, 
and expectations of the course remained very similar (with a few updates to content, based 
on the rapid development of the field). The main difference was that students used Piazza for 
discussions in the previous year, and the forum did not feature a virtual TA. This historical data 
acts as a benchmark for comparison to identify any significant changes in instructor-student 
interactions. Since the virtual teaching assistant was not employed in the previous year, we 
can attribute improvements in response times and ease of communication to the introduction 
of JeepyTA, with reasonable confidence (though, as in any such quasi-experimental 
comparison, there may be other differences between year cohorts that were not obvious to 
us). 
  
4.2.1 Matching Forum Post Replies 
 
In the Piazza forum post dataset, each entry includes a user ID, timestamp, and post ID. 
However, the dataset does not clarify which specific post a given post is replying to. Therefore, 



we implemented an automated method to associate each instructor's reply with the 
corresponding student post it was addressing. This method applies to every post from 
administrators (instructor and TAs) that are not the first post in a thread (such posts are 
considered as "announcements"). Then, we track down the first student post in the thread that 
hasn't been linked to an instructor's post yet and assign it as the reply target of the 
administrator's post. This student post is then marked as linked and excluded from further 
matching.  

In the JeepyTA dataset, the matching process was more direct. Often, administrators 
use the "reply" feature in the forum for threads involving multiple students. This information is 
recorded in the log data, which allows us to pinpoint the exact post being replied to. However, 
in situations with only one student in the conversation, administrators typically do not use this 
feature. For these instances, we applied the automated method, similar to that used for the 
Piazza dataset, to determine which post each administrative reply was addressing.  
 
4.2.2 Do Students Get Accurate Responses Faster? 
 
The data from the Piazza dataset shows that over the semester, there were 124 responses 
from the instructor and 29 from teaching assistants. On average, administrators took 14.74 
hours to respond to a student's post, with a median response time of 7.09 hours. 

The JeepyTA dataset recorded 85 responses from the instructor, 51 from TAs, and 22 
by JeepyTA itself. With JeepyTA, administrators took on average 10.43 hours to respond to 
students’ posts, with a median response time of 2.23 hours.  

Before conducting the statistical analysis, we checked the normality assumption of 
response time by visually inspecting histograms and normal probability plots. The results 
showed clear deviations from a normal distribution. In both forums, response time displayed 
a significant right-skew and was leptokurtic, according to a Shapiro-Wilk test and measures of 
kurtosis. As a result, when comparing the response times to student posts between forums, 
we opted for the non-parametric Mann-Whitney U test. Our findings reveal that the median 
response time in the JeepyTA forum (2.23 hours) is notably shorter in comparison than the 
Piazza forum (7.09 hours) (U statistic = 129768, p < 0.0001). This suggests that the 
introduction of JeepyTA results in significantly faster responses to student inquiries. 

Overall, JeepyTA generated 1029 posts during the course. However, after removing 
responses to announcements, news-sharing, greetings, thank-yous, assignment submissions 
that did not require a reply, or posts directly addressed to TAs or instructors, only 89 question-
related posts remained for JeepyTA to respond to. Of these, 22 were approved. On average, 
JeepyTA took approximately 39.95 seconds to generate a response; human administrators 
then approved its posts in an average of 38.23 minutes, much faster than was possible in 
Piazza. 

If we exclude the 22 posts generated by JeepyTA and focus solely on replies manually 
crafted by humans, we observe that the average time humans take to respond to students is 
11.98 hours, with a median response time of 4.14 hours, with the distribution showing a right-
skew. This median response time is higher than the previously calculated median of 2.23 
hours, which included the time required for approving JeepyTA responses in the calculation, 
yet it remains below the 7.09 hours observed in the Piazza dataset. A Mann-Whitney U test 
assuming unequal variances reveals that the difference in median response times for manual 
human replies to student posts across both forums is statistically significant (U statistic = 
11136.5, p = 0.03). This finding suggests an improvement in the efficiency and regularity of 
even human responses, following the introduction of the AI teaching assistant, possibly by 
better focusing human time. 

In analyzing the 67 instances where responses from JeepyTA were not approved, 
several specific reasons have been identified. First, although a response from JeepyTA may 
have been accurate, it could have been overly verbose or repetitive. This redundancy makes 
direct human response more efficient than editing down an overly detailed reply. Second, 
JeepyTA lacks the capability to access external links or images shared by students, which 
made it unable to solve some technical or complex queries. Third, there were occasions where 
JeepyTA provided a correct response, but instructors or TAs still chose to reply, possibly 



because JeepyTA's responses did not fully align with the instructors' preferred perspectives 
or emphasis.  
 
4.2.3 Do TAs and Instructors Post More During Inconvenient Hours? 
 
One of the primary aims of developing JeepyTA was to assist instructors and TAs in 
responding to student queries during inconvenient hours. While everyone’s inconvenient 
hours differ, we operationally define this here as outside regular US business hours: after 5 
pm and before 9 am. Analysis of Piazza data showed that administrators replied outside 
business hours 95 times, which accounted for 62% of their total posts. Following the 
introduction of JeepyTA, there were 51 posts by administrators outside business hours, which 
represents 60% of their total posts. This difference was not statistically significant, (1, N= 
289) = 0.04, p = 0.85). 

However, there appeared to be a difference in the number of responses during 
weekends. In the Piazza dataset, administrators posted 15 human-written messages on 
weekends, which was 10% of their total posts. After implementing JeepyTA, this number 
increased to 39 posts, or 29% of the total. This difference was statistically significant, (1, N= 
289) = 15.66, p < 0.001. This indicates a noticeable increase in posting activity during 
weekends following the introduction of JeepyTA. 
 
5. Discussion and Conclusion 
 
In this project, our goal was to develop a virtual teaching assistant capable of responding to 
course-specific inquiries from students, using embedding-based search as the approach to 
construct the model.  

The analysis of the survey conducted at the semester's end reveals that students 
generally view JeepyTA as similar in quality to a human teaching assistant in disseminating 
course information and facilitating communication. However, there was some evidence that 
JeepyTA was seen as less effective in supporting student development and motivation 
compared to its human counterpart. However, we observed that JeepyTA was able to provide 
faster responses to student inquiries than was possible in the previous year before JeepyTA’s 
introduction. Its presence also appears to lead to faster responses to student posts by 
instructors and TAs, possibly because JeepyTA deals with the simpler posts. Furthermore, 
there was a noticeable increase in the posting activity of teaching assistants and instructors 
during weekends with JeepyTA, from 8% to 29%. This shows that JeepyTA was able to assist 
humans in managing the forums during these less convenient hours. 

JeepyTA, while offering several advantages, also presents certain limitations that 
warrant acknowledgment. For example, it tends to be overly responsive. Presently, JeepyTA 
is configured to respond to all questions, including those related to assignment submissions 
or announcements, leading to excessive and unhelpful responses. For example, in the case 
where a student included a page link in their question to the instructor, JeepyTA informed the 
student that it was unable to access the link and requested more information from the student. 
To improve this, we are developing a fine-tuned model to help JeepyTA automatically decide 
whether a response should or should not be generated. Additionally, before presenting 
responses on the forum, we will implement a quality evaluation model that will filter out 
responses that are overly repetitive, too generic, or not helpful. These steps aim to reduce the 
time instructors and TAs spend managing JeepyTA's responses. 

Furthermore, the open-ended questions portion of the survey reveals that, despite 
JeepyTA’s capabilities in answering course-related questions and troubleshooting code issues, 
many students still prefer to direct their queries to human teaching assistants or the instructor 
rather than posting questions to the discussion forum. Even though there was increased 
interaction with JeepyTA throughout the course, a significant portion of students remained 
unengaged with the forum, solely using the forum for assignment submission.  

We have made improvements to JeepyTA following the first semester of implementation. 
The current version of JeepyTA is able to analyze the entire history of messages in a thread, 
rather than focusing on individual posts. With this improvement, JeepyTA will be able to 



summarize discussions and consider the full context of the conversation when providing 
feedback. Secondly, we have refined JeepyTA’s prompts to make responses more concise 
and avoid unnecessary repetition of student inputs, although there are still instances where 
these issues may occur. Through ongoing refinement, we hope to further decrease the time 
instructors and TAs need to spend on reading and/or editing them. Moreover, as JeepyTA 
becomes integrated into more courses, we have recommended that students paste code 
directly into the forum to receive instant feedback or debugging help, and we have 
recommended reducing the use of screenshots, which JeepyTA cannot currently interpret. We 
are also working to familiarize TAs and instructors with JeepyTA's capabilities. Lastly, we are 
expanding the range of questions JeepyTA is trained on to improve its effectiveness and 
responsiveness across different topics. 

In conclusion, this study explores the application of an LLM as a virtual teaching assistant 
for an online educational forum. Despite the challenges and limitations, the potential of GPT-
based models in supporting and improving learning experiences opens up opportunities for 
better supporting learners. Future studies should investigate whether it can be used in ways 
that improve learning as well as convenience. One possibility that we are investigating, for 
example, is using JeepyTA to offer students different kinds of feedback on their writing 
assignments that are beyond the scope of what human instructors and TAs typically offer. 
JeepyTA as an agent based on a large language model is not bound to any specific discussion 
forum. Going forward, we intend to deploy JeepyTA to a broader range of instructional 
contexts and pedagogical goals, to see where and how it can be most useful to support 
learners.  
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