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Abstract. Affect has emerged as an important part of the interaction between 
learners and computers, with important implications for learning outcomes. As a 
result, it has emerged as an important area of research within learning analytics. 
Reliable and valid data labeling is a key tenet for training machine learning mod-
els providing such analytics. In this study, using Human Expert Labeling Process 
(HELP) as a baseline labeling protocol, we investigated an optimized method 
through several experiments for labeling student affect based on Circumplex 
Model of Emotion (Valence-Arousal). Using the optimized method, we then had 
the human experts label a larger quantity of student data so that we could test and 
validate this method on a relatively larger and different dataset. The results 
showed that using the optimized method, the experts were able to achieve an 
acceptable consensus in labeling outcomes as aligned with affect labeling litera-
ture.   
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1 Introduction 

Affect has emerged as an important part of the interaction between learners and com-
puters, with important implications for learning and learner outcomes. As a result, it 
has emerged as an important area of research within learning analytics [1-3]. Reliable 
and valid data labeling is a key tenet for training machine learning models providing 
such analytics.  

However, there is still considerable disagreement on key aspects of the study of af-
fect - including even how affect itself is conceptualized. Two key paradigms have 
emerged for how affect is represented by researchers: (1) Affect as a set of discrete 
states [4-9] and (2) affect as a combination of a two-dimensional space of attributes. 
Several models exist that represent affect and emotion as a set of discrete states; perhaps 
the most widely-known such model is Ekman’s set of six basic emotions [10], but other 
key models include the OCC model of the cognitive structure of emotions [11], and the 
set of affective states studied by D’Mello and Graesser and their colleagues [12]. On 
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the other hand, various models exist that represent affect as a two-dimensional structure 
[13]. The most widely-used model, however, both in education and other domains, is  
Russell’s Circumplex Model of Emotion [14], which represents affect as a 2x2 combi-
nation of Valence (Negative to Positive) and Arousal (Calm to Excited).  
 Human Expert Labeling Process (HELP) is a labeling protocol [15], which was orig-
inally developed to enable affect labelers (i.e., human experts) with backgrounds in 
Psychology or Educational Psychology label students’ discrete affective states (i.e., 
Satisfied, Confused, and Bored) occurring in a 1:1 digital learning scenario. In this 
study, using HELP as a baseline labeling protocol, we investigated an optimized 
method for labeling student affect based on Circumplex Model of Emotion (Valence-
Arousal). Therefore, there is one major research question that this study aims to ad-
dress: What is an optimized method for labeling students’ affect in terms of valence 
and arousal? Identification of such a method will be critical for obtaining ground truths 
necessary for generation of analytics based on machine learning techniques.  

2 Data Collection 

The student data used in this study is a part of a larger dataset previously collected 
through authentic classroom pilots of an afterschool Math course in an urban high 
school in Turkey [16]. During the pilots, the students used an online learning platform 
for watching instructional videos and solving assessment questions. Our data collection 
application running in the background collected two streams of videos from the stu-
dents: (1) Student appearance videos from the camera, to enable monitoring of observ-
able cues available in the individual’s face or upper body; and (2) student desktop vid-
eos, to enable observation of contextual information. 

3 Labeling Tool, Labelers, and Training  

We developed a labeling tool customized to various labeling experiments (see Fig. 1).  
 

 
Fig. 1. Customized labeling tool (sample view), for labeling Valence. 
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We recruited and trained six human experts with backgrounds in Psychology/Edu-
cational Psychology. The training process took around eight hours which included in-
struction and demonstration, practice with feedback, as well as reviewing each other’s 
labels and discussing differences in labeling outcomes. For all labeling tasks, based on 
observed state changes, the experts provided their Valence-Arousal labels using all 
available cues (e.g., student video/audio, desktop recording with mouse cursor loca-
tions, as well as any relevant contextual information from the device and content plat-
form). 

4 Experimental Conditions 

To find an optimized method for Valence-Arousal labeling on the student data, we ex-
perimented with two variables: (1) Selection of Labels - which labels to use; and (2) 
Labeling Method - how to label.  
 For Selection of Labels, we had two conditions: Binary Labeling vs. Scaled Label-
ing. Binary Labeling had two levels of states: Positive vs. Negative for Valence, and 
Low vs. High for Arousal. Scaled Labeling had a scale of three levels: Negative, Neu-
tral, and Positive for Valence; and Low, Medium, and High for Arousal.  
 For Labeling Method, we had three conditions: (1) Separate Labeling, (2) Combined 
Labeling, and (3) Separate Labeling with Displayed Labels. In the Separate Labeling 
condition, the human experts were asked to label either Valence or Arousal - one at a 
time. In Combined Labeling condition, they were asked to label Valence and Arousal 
simultaneously. In Separate Labeling with Displayed Labels condition, the experts la-
beled one construct first, and then labeled the other construct with the first construct’s 
labels displayed - i.e., the experts were asked to label either Valence with their previous 
label of Arousal for the same data displayed or label Arousal with their previous labels 
of Valence for the same data displayed.   
 For Selection of Labels, we assigned the human experts to the conditions (Binary vs. 
Scaled) at the beginning of the study so that we could train them based on the specific 
labels for their assigned condition: We randomly assigned three experts to the Binary 
Labeling condition, and the other three to the Scaled Labeling condition.  
 For all three Labeling Method conditions (i.e., Separate Labeling, Combined Label-
ing, and Separate Labeling with Displayed Labels), the human experts in both Binary 
and Scaled Labeling individually labeled the same student data (around seven hours 
collected from five students in two sessions - each session was 40 minutes).  In sum-
mary, all six experts followed the procedures outlined below (each expert labeled the 
same student data five times so that we could have comparative results):  

1. Valence labeling only (Separate Labeling). 
2. Arousal labeling only (Separate Labeling). 
3. Valence and Arousal labeling together (Combined Labeling). 
4. Arousal labeling with Valence labels displayed (Separate Labeling with Displayed 

Labels).  
5. Valence labeling with Arousal labels displayed (Separate Labeling with Displayed 

Labels).  
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Note that we randomized the order of the first three procedures to minimize the effect 
of time and familiarity of the student data being labeled. After the experts completed 
(1-3), they conducted (4) first, and then (5). Note that (4) and (5) were conducted after 
(1-3), since we needed either Valence or Arousal labels gathered from the individual 
experts so that we could display them during labeling. 

5 Valence-Arousal Labels 

In this research, Valence is defined as the direction of a student’s affect and Arousal as 
the level of activation in physical response of the student during the learning process. 
For Valence, we had three possible labels:  

1. Negative: The student seems to experience negative affect (e.g., getting frustrated, 
stressed, agitated, bored, etc.). Any negative affect is placed within this category. 

2. Neutral: The student’s affect seems to be neutral. One cannot observe any clear di-
rection towards negative or positive affect (e.g., calm). 

3. Positive: The student seems to experience positive affect (e.g., feeling satisfied, ex-
cited, etc.). Any positive affect is placed within this category. 

For Arousal, we had three possible labels:  

1. Low: The student does not seem to be emotionally activated, dynamic, reactive, or 
expressive of his/her affect.    

2. Medium: The student seems to be emotionally somewhat dynamic, reactive, and ex-
pressive of his/her affect. 

3. High: The student seems to be emotionally very dynamic, reactive, and expressive 
of his/her affect.  

 In Table 1, we summarized the final list of Valence-Arousal labels as customized for 
the Binary and Scaled Labeling conditions. In addition to Valence and Arousal labels, 
we also had control labels that apply to both of these conditions: Can’t Decide (if the 
human expert cannot decide on a final label) and N/A (if data cannot be labeled - e.g., 
there is no one in front of the camera). 

Table 1. Binary and Scaled Valence-Arousal Labels  

 Binary Labels Scaled Labels

Valence Negative vs. Positive Negative–Neutral–Positive 

Arousal Low vs. High Low–Medium–High 

6 Analysis of the Labeled Data 

Upon completion of labeling, we preprocessed the labeled data prior to analysis: We 
first aligned label-sets of all experts to each other. Then, we applied windowing over 
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each expert’s labeling outputs to obtain the corresponding instance-wise labels. For 
this, we utilized a sliding window of 8 seconds with an overlap of 4 seconds. Hence, 
after preprocessing, we obtained instance-wise label sets that were timely synchronized 
with each other. 

To compare labeling results for different experimental conditions, we calculated in-
ter-rater agreement among multiple human experts. For inter-rater agreement, we used 
consensus measures which are designed to estimate the degree of agreement among 
multiple experts [18]. In this study, we used Krippendorff’s alpha [19], as it is robust 
against incomplete data and is suitable for multiple raters. Despite of disagreements for 
acceptable value in the related literature, a value above 0.4 is often considered moderate 
agreement for affect labeling [20]. 
 To investigate the differences among different experimental conditions (i.e., Set of 
Labels and Labeling Method), inter-rater agreement measures were calculated for the 
given Valence-Arousal labels using the indicated labeling method: 

 Valence Labels with Separate Labeling  
 Arousal Labels with Separate Labeling 
 Valence Labels with Combined Labeling 
 Arousal Labels with Combined Labeling 
 Arousal Labels with Arousal Labeling with Valence Labels Displayed 
 Valence Labels with Valence Labeling with Arousal Labels Displayed 

 All these analyses were conducted for the Binary and Scaled label sets separately. 
Furthermore, we conducted additional analysis, to provide a comparison between Bi-
nary and Scaled results: We post-processed Scaled label sets, converting Neutral/Me-
dium labels to either extreme (checking both possibilities), to obtain pseudo-Binary 
labels. See below for how we converted these labels and their acronyms as used in the 
Results section:  

 For Valence: NN: Negative and Neutral merged. | NP: Neutral and Positive merged.  
 For Arousal: LM: Low and Medium merged. | MH: Medium and High merged.    

7 Results 

The inter-rater agreement results for each experimental conditions are summarized in 
Table 2. These results show that for Valence, the highest consensus among the human 
experts was achieved in the Separate Labeling with Binary Labels condition (0.495). 
However for Arousal, the best consensus was obtained when the experts used Scaled 
Labels (in the Arousal Labeling with Valence Displayed condition), which was fol-
lowed by converting those Scaled Labels into LM Binary Labels (Low and Medium 
merged), obtaining an alpha of 0.602.  

The findings in Table 2 also show that Valence labeling resulted in higher consensus 
among the experts than Arousal labeling (before any conversions into pseudo-Binary 
labels), regardless of whether the Binary or Scaled label set was used, for both Separate 
and Combined labeling. However, an exception to this finding was labeling Arousal 
after having previously labeled Valence, with the Valence labels displayed. 
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When comparing consensus among the human experts, we also found that consensus 
was always higher for the Binary Labeling conditions than for the Scaled conditions. 
This suggests that Binary Labeling was easier for the human experts. Additionally, 
when Scaled label sets are converted to pseudo-Binary labels, LM is always better than 
MH for Arousal agreements in all cases. This suggests that the experts found it more 
difficult to distinguish Low vs. Medium Arousal, than Medium vs. High Arousal. Sim-
ilarly, when Scaled label sets are converted to pseudo-Binary labels, NP is always better 
than NN for Valence agreements in all cases. This implies that the experts found it more 
difficult to distinguish Neutral vs. Positive Valence, than Negative vs. Neutral Valence.  

Table 2. Consensus (Krippendorff’s alpha) among the Human Experts  

 
 

Binary 
Labels 

Scaled 
Labels 

LM/
NN* 

MH/
NP* 

Separate Labeling Arousal 0.382 0.189 0.405 0.251 
Valence 0.495 0.225 0.266 0.393 

Combined Labeling Arousal 0.235 0.220 0.558 0.221 
Valence 0.355 0.237 0.333 0.388 

Separate Labeling 
with Displayed Labels 

Arousal with Valence Displayed 0.495 0.378 0.602 0.407 
Valence with Arousal Displayed 0.467 0.200 0.333 0.355 

* Merging rules: LM: Low-Medium, NN: Negative-Neutral, MH: Medium-High, NP: Neutral-Positive 

 
In addition to these quantitative results, we asked the human experts about their pref-

erences for how to label, and which methods were easier to use, at the end of the exper-
iments. The feedback we got from the six experts can be summarized as follows:  

 The majority of the experts in the Binary labeling condition found Valence easier to 
label than Arousal, matching our quantitative findings. 

 All experts in the Scaled labeling condition found Arousal easier than Valence to 
label. (Note, however, that inter-rater agreement was actually lower for Arousal in 
several cases, within this condition).  

 5 of the six experts indicated that they preferred to first label Valence, and then 
Arousal, in line with the quantitative findings. 

Leveraging the quantitative results and considering the feedback from the human 
experts, it appears that the most optimized method for Valence-Arousal labeling on the 
student data, at least as far as our study is concerned, would be as follows: 

1. Obtain binary Valence labels (Positive vs. Negative); 
2. Displaying the binary Valence labels, obtain the scaled Arousal labels (Low-Me-

dium-High);  
3. Merge the Low and Medium Arousal scales to obtain final binary Arousal labels 

(Low vs. High). 

Once this optimized method was identified, the next step was to test and validate this 
method using a relatively larger dataset from more students. Towards this end, we had 
the experts label around 104 hours of student data in total (from 17 students in 13 ses-
sions) using the optimized method. The results obtained with the optimized labeling 
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method are summarized in Table 3, both for the complete dataset and the subset of data 
utilized in the previous experiments (i.e., experimental data). As the results in Table 3 
indicate, consensus among the experts is even higher for the complete dataset (Valence: 
0.549; Arousal: 0.610) than for the subset previously studied.  

Table 3. Consensus Measures with the Optimized Method (Experimental vs. Complete Data) 

Dataset Details Consensus Measures 
Name Student Count Total Number of Hours Valence Arousal 

Experimental 5 7 0.495 0.602 
Complete 17 104 0.549 0.610 

8 Conclusions 

To enable the human experts conduct Valence-Arousal labeling on the student data, we 
used HELP as a baseline labeling protocol. However, as the protocol was originally 
developed for labeling discrete affective states only, we needed to identify an optimized 
method for Valence-Arousal labeling on the student data through several experiments. 
Empirically, the optimized labeling methodology was found to be consisting of the fol-
lowing steps: (1) Obtaining binary Valence labels, (2) obtaining scaled Arousal labels 
when binary Valence labels are displayed, and (3) merging Low and Medium Arousal 
scales to obtain final binary Arousal labels. Additionally, the results of our experiments 
suggest that, before pseudo-Binary conversions, Valence labeling was easier than 
Arousal labeling for the human. The only exception to this finding was labeling Arousal 
with the Valence labels displayed, and this may be because labeling Arousal was gen-
erally more difficult, and labeling Valence first could have helped the experts isolate 
their thinking about Arousal, not taking Valence into account.  

Using the optimized method, we then had the human experts label a larger quantity 
of student data so that we could test and validate this method on a relatively larger and 
different student dataset. The results showed that using the optimized method, the ex-
perts were able to achieve an acceptable consensus in labeling outcomes as aligned with 
relevant affect labeling literature [15, 17]. The researchers and practitioners can lever-
age the results of this study to design and implement similar data labeling tasks with a 
consideration of some limitations of the study (e.g., limited number of students, educa-
tion-context dependency). 
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