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Abstract. The past few years have seen a surge of interest in deep neural net-
works. The wide application of deep learning in other domains such as image 
classification has driven considerable recent interest and efforts in applying these 
methods in educational domains. However, there is still limited research compar-
ing the predictive power of the deep learning approach with the traditional feature 
engineering approach for common student modeling problems such as sensor-
free affect detection. This paper aims to address this gap by presenting a thorough 
comparison of several deep neural network approaches with a traditional feature 
engineering approach in the context of affect and behavior modeling. We built 
detectors of student affective states and behaviors as middle school students 
learned science in an open-ended learning environment called Betty’s Brain, us-
ing both approaches. Performance of the feature engineering models and the deep 
learning models was compared and the implications of the results were discussed. 

Keywords: Student modeling, feature engineering, deep learning, deep neural 
networks, affect and behavior detection, Betty’s Brain. 

1 Introduction 

Student modeling assumes a crucial role in the field of Artificial Intelligence in Educa-
tion (AIED). In recent years, there has been a proliferation of models that can infer 
complex constructs such as scientific reasoning strategies [1, 2], affect [3, 4, 5], and 
disengaged behavior [5, 6, 7, 8]. One educational data mining method, commonly used 
to develop automated models of these types of constructs, is to generate a meaningful 
set of features from data (i.e. feature engineering). This feature set is then used within 
machine learning algorithms to learn the mapping from those features to examples of 
the construct being modeled, also identified by trained experts [e.g., 2, 3, 4, 5, 7]. 
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Automated detectors using feature engineering have achieved reasonably high suc-
cess in predicting whether a student is engaged, frustrated, confused, or bored, and 
whether the student will display related affective states and behaviors [3, 5, 9]. In this 
approach, ground truth (examples of the construct) is typically collected through class-
room observations [5, 10], emote-aloud protocols [4], or self-reports [6]. Theoretically-
justified features are then created and utilized to build machine-learning predictive 
models of affective states and behaviors. The resulting detectors make inferences solely 
using data from student-software interaction, enabling researchers and educators to ex-
plore and detect these constructs scalably and in real time. These affect and behavior 
detectors have been applied to over a dozen learning environments, and have been 
found to predict long-term learning outcomes [5, 11, 12, 13]. They can also be inte-
grated in learning environments to provide timely information on when the system 
should intervene to respond to the students’ affect and behavior in real time and reduce 
negative affective states [4]. 

However, with the rapid development of deep learning [14], there is an emerging 
interest and effort in applying deep learning for various problems within student mod-
eling [15, 16, 17, 18]. Deep neural networks have enabled leaps forward in prediction 
accuracy for models in other domains (e.g., image classification [19]), which has driven 
recent interest in applying these methods to educational problems. In general, early re-
sults have been mixed, with optimism about the potential of deep learning for 
knowledge modeling and performance prediction [18] giving way to evidence of over-
stated effectiveness [16], and initial evidence that affect detection could be substantially 
improved through deep learning [15] transitioning to evidence of the models not work-
ing for all populations [20]. As such, the advantages (and disadvantages) of deep neural 
networks for student modeling are not yet well understood. Therefore, a thorough com-
parison of deep learning and traditional feature engineering methods is needed in stu-
dent modeling to determine the strengths and drawbacks of each method. 

This paper compares several deep neural network approaches with a traditional fea-
ture engineering approach. Specifically, we studied these issues in the context of devel-
oping detectors of student affective states and behaviors in an open-ended learning en-
vironment for middle school science called Betty’s Brain [21]. To our knowledge, this 
study is the first direct comparison of the two approaches on the same data with a thor-
ough exploration of model types and hyperparameters. The comparison in this paper 
will lead to a better understanding of the advantages and disadvantages of each ap-
proach, including insights into situations where one approach is preferable to the other. 

2 Betty’s Brain 

The Betty’s Brain software [21], shown in Figure 1, is an open-ended computer-based 
learning environment where students learn science and complete challenging scientific 
tasks by constructing a causal map describing a scientific phenomenon (e.g., climate 
change, ecosystems, thermoregulation). It adopts the learning-by-teaching paradigm to 
help students acquire scientific knowledge and gain cognitive and metacognitive skills. 
The goal for students in Betty’s Brain is to teach a virtual agent, named Betty, about 
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the phenomenon by means of a causal map the students build, where causal relation-
ships (e.g., cold temperature leads to heat loss, as shown in Figure 1) can be represented 
by a set of concept entities connected by directed causal links. 
 

 

Fig. 1. Screenshot of Betty’s Brain. 

In this open-ended environment, learners have access to hypermedia resource pages 
(called the science book in Betty’s Brain) on relevant scientific concepts to acquire 
domain-specific knowledge. They can apply what they read about from the resource 
pages to assist them with the map building. A causal map can be constructed by adding 
concept entities and creating causal links between specific entities. 

Learners can assess their causal map by having Betty, the virtual student, answer 
questions and explain her answers. Betty’s answers to questions are based on the causal 
map that the student has created, by checking the chain of causal links between the 
concepts involved in the questions. Students can also request conversations with a ped-
agogical mentor agent, named Mr. Davis, to evaluate Betty’s answer. Additionally, stu-
dents can have Betty take quizzes (composed of a list of questions to help students 
improve their causal map) and check the correctness of concepts and causal links and 
the current state of their causal map, which is compared to the expert model hidden 
from the system. 

Betty’s Brain is challenging for students, as it poses high requirements on self-reg-
ulated learning. Students need to plan their map construction process, make decisions 
on when and how to access information pages and which information is important for 
concept mapping, regularly monitor their causal map by checking Betty’s performance, 
and accordingly modify their causal maps. These processes, together with the complex-
ity of the task and the open-endedness of the environment, all have the potential to 
influence engagement and elicit affective and behavioral responses. In this paper, we 
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aim to develop automated detectors of student engagement in the system and compare 
the accuracy of two sets of detectors respectively using feature engineering and deep 
learning. 

3 Method 

3.1 Participants 

Participants in this study were a total of 93 sixth grade students from four science clas-
ses in an urban public middle school in the southeastern region of the United States. 
They were observed as they used the Betty’s Brain system in spring 2017 and their 
interactions within the system were logged. The interaction log data and the classroom 
observations of the students’ engagement were used to construct affect detectors. 

3.2 Procedure 

This study was conducted over a seven-day period. Students took a 30-45 minute paper-
based pretest on Day 1 of the study, and received a 30-minute training session on how 
to use Betty’s Brain on the following day. They then spent four class periods working 
in Betty’s Brain to build a causal map about climate change from Days 3–6. They com-
pleted a paper-based post-test, which was the same as the pre-test, on Day 7. The pre- 
and post-tests, composed of multiple-choice items and short response items, were de-
signed to assess students’ knowledge of the concepts and the causal relationships un-
derlying the scientific phenomenon in the domain. 

3.3 Classroom Observations of Affect and Behavior 

While working with Betty’s Brain in a classroom setting, students were observed in 
real-time by two human coders using the Baker Rodrigo Ocumpaugh Monitoring Pro-
tocol (BROMP 2.0) [10]. BROMP is a momentary time sampling method where stu-
dents are observed individually, without interruption, in a pre-determined order. 
BROMP has been applied to explore student engagement by over 150 coders in four 
countries, resulting in over 25 publications (see review in [10]). It achieves reliably 
high inter-rater reliability (each of the 150 coders achieved inter-rater reliability with at 
least one other coder, achieving Cohen’s Kappa over 0.6), obtains data quickly, and 
BROMP data has been used as the basis for a range of automated detectors of affect 
and engagement [3, 5, 22]. 

In this study, two BROMP-certified coders observed and recorded affective states 
(boredom, confusion, delight, engaged concentration, frustration) and behaviors (on-
task, on-task conversation, off-task) using an Android application called the Human 
Affect Recording Tool (HART) [23]. They observed each student consecutively, for up 
to 20 seconds at a time, in a predetermined order and recorded the first affective state 
and behavior that the student clearly displayed during the interval. Observers cycled 
through the entire class and moved to the next student once the student’s state had been 
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determined or 20 seconds expired. These observations were time-stamped and synchro-
nized to the data from the students’ interactions with Betty’s Brain, which included a 
total of 146,141 actions generated by students. Early in the study, the coders tested 
whether they agreed on the affect and behavioral codes and achieved inter-rater relia-
bility (Cohen’s Kappa ≥ .60) for affect and behavior. 

A total of 5,212 observations of affect and behavior were obtained from the 93 stu-
dents over the course of this study, with each student being observed 56 times on aver-
age across the four class sessions. Engaged concentration was the affective state that 
was the most commonly identified (4,064 observations; 78.0%), followed by confusion 
(312 observations; 6%), frustration (241 observations; 4.6%), boredom (220 observa-
tions; 4.2%), and delight (149 observations; 2.9%). Student state was marked as other 
if the observer was unsure about the student’s affective state or behavior within the 20-
second window or the affective state or behavior displayed by the student was not listed 
in the coding scheme (226 observations; 4.3%). 

Behavioral constructs were recorded separately from affect (e.g., a student could be 
recorded as both bored and off-task). Off-task behavior observations comprised 10.2% 
(533 observations) of the data, on-task conversation comprised 15.0% (784 observa-
tions), and on task behavior comprised 69.0% (3,595 observations). 

3.4 Feature Engineering Approach 

In the traditional feature engineering approach, we created a set of meaningful features 
from student interaction log data that could potentially predict specific affective states 
and behavior. These features were then fed into standard classifiers to train machine-
learned predictive models of student affective states and behaviors that were collected 
via BROMP. 

Three broad categories of features were developed for detector construction: 1) basic 
features, 2) sequence features, and 3) threshold features. The basic features consisted 
of: a) time-based features which captured the amount of time spent on specific user 
activities (e.g., total amount of time spent on viewing the causal map; average duration 
taken each time the student reads a resource), b) frequency/count-based features that 
calculated the number of times the student executed a specific type of action (e.g., total 
number of causal links created; total number of notes edited; frequency of moving map 
elements; number of quizzes student has had Betty take so far), c) ratio/percentage fea-
tures (e.g., proportion of effective or ineffective actions; concept/link ratio), and d) 
other descriptive features (e.g., average; standard deviation; minimum and maximum 
values of map score, which is determined by the difference between the number of 
correct and incorrect causal links on the map at any point of time). For each feature, we 
created three variants: a within 20-second clip1 variant, a thus far variant, and a thus far 
divided by time elapsed variant. For example, for the feature “total time spent on view-
ing causal map,” we calculated: 1) the total amount of time student has spent on viewing 
the causal map within the 20-second observation clip (20-second clip feature), 2) the 
total time the student has spent on viewing the causal map so far – from the beginning 

                                                            
1 60-second clip variants were initially tested but were less effective than 20-second clips. 
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of using the system up to the current time (thus far feature), and 3) the total time the 
student has spent on viewing the causal map thus far divided by the time that has 
elapsed thus far (thus far divided by time elapsed feature). In total, 123 basic features 
were designed and extracted in this study (41 features × 3 variants). 

The second category of features involved the frequency of sequences of three con-
secutive actions. Example three-action sequences included read resource  add con-
cept  add causal link, read resource  read resource  read resource, etc. Se-
quence features captured the frequency of common three-action sequences. First, we 
searched for all possible three-action combinations executed by students, producing a 
total of 2,228 possible three-action sequences. Next, we selected the frequent three-
action sequences that occurred more than 200 times across all students in the logs from 
Betty’s Brain in order to remove infrequent sequences and obtain a reasonable number 
of three-action sequences. This reduced the number of sequences to 30. Similar to the 
basic features, we then applied these sequence patterns to log data and calculated the 
number of times each sequence occurred within the 20-second clip, the number of oc-
currences thus far, and the occurrences thus far divided by elapsed minutes. This re-
sulted in a total of 90 sequence features. 

We also extracted a set of threshold features that involved selecting an optimized 
threshold. For example, we determined how long pause should be defined in the feature 
“total number of long pauses after creating causal links thus far.” For these features, 
different thresholds were tested in terms of fit; for example, different thresholds were 
tried at the grain size of 1 second in order to identify the best threshold for the feature 
“long pause after building causal links.” Thresholds were evaluated based on the cor-
relation between the feature with that threshold and the student’s post-test performance. 
A total of 36 threshold features were generated. Thus, in total, there were 249 features 
(123 basic features + 90 sequence features + 36 threshold features).  

In order to refine the detectors and identify the features most predictive of affective 
states and behaviors, we adopted a stepwise procedure and tested three sets of features 
in the final models. First, we constructed detectors using the basic features only. Sec-
ondly, we then expanded the feature set and added sequence features to explore the 
change in model performance. Lastly, we fed all features (basic features, sequence fea-
tures, and threshold features) into machine-learning algorithms to build detectors. In 
the following sections, we will discuss the process of building machine-learned models. 

Feature Selection. Considering the large number of features we distilled (which 
increases the risk of over-fitting), especially for the second (basic + sequence features) 
and third feature sets (basic + sequence + threshold features), tolerance analysis was 
conducted to reduce the number of features inputted to build affect detectors. Tolerance 
analysis evaluates the multicollinearity of features and eliminates features that are 
highly collinear (variance inflation factor > 5). 

Forward selection was implemented for further feature selection for each affect and 
behavior detector, where the feature that most improved model accuracy was added 
repeatedly until no more features could be added to improve model performance. Fea-
ture selection in this study was conducted within each cross-validation fold and was 
applied on training data only. 
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Classification Models. Classification models of affective states and behaviors were 
constructed in RapidMiner 5.3 [24] in order to determine which features best predict 
students’ affective states and behaviors. 

Models were built for each affective and behavioral state using the two-class ap-
proach, in which each observation was coded as either the state is present (e.g., bored), 
or absent (e.g., not bored). For behaviors, we built an off-task detector in order to detect 
whether the student was off-task or on-task (including on-task conversation). 
Resampling was implemented (in cross-validated training folds only) using the cloning 
method in order to make the frequency of each class for each construct balanced. 

A small set of classification algorithms that have shown previous success in building 
affect detectors, including C4.5, RIPPER, Step Regression, Logistic Regression, and 
Naïve Bayes, were considered and tested for final model. 

Detector accuracy was evaluated using A′. A′ is equivalent to the area under the 
receiver operating characteristic curve and the Wilcoxon U statistic, and represents the 
probability that the model can distinguish a positive example (e.g., bored) from a neg-
ative example (e.g., not bored). An A′ value of 0.5 indicates chance-level performance 
and A′ = 1.0 implies perfect performance. 

Model performance was evaluated using 10-fold student-level cross-validation. In 
this process, students were randomly distributed into ten groups. Detectors were trained 
on nine of the groups and tested on the tenth group. The feature selection was executed 
on training data only. 

3.5 Deep Learning Method 

Preprocessing. We converted the event log data to a discrete time series format by 
coding occurrences of logged actions as 0 or 1 in consecutive three-second intervals. 
One variable was created for each type of action possible in Betty’s Brain. For example, 
a column was created to denote whether a student was viewing the biology textbook 
material. If the student quickly browsed the textbook starting 5 seconds into the learning 
session and viewed for 4 seconds, the time series data for that variable would consist 
of 0, 1, 1, 0, etc. to capture textbook viewing behavior in the 3-6 second and 6-9 second 
intervals. We removed any variables with standard deviation ≤ .05, since these variables 
represented events that rarely occurred and were less likely to be useful indicators of 
affect or off-task behavior. Nine variables remained: view causal map, view science 
book, view notes, view graded questions, view graded question explanation, respond to 
prompt, add causal map link, move causal map link, and other (context-specific action). 
Data were then split into sequences of 60 seconds (20 three-second intervals) leading 
up to each BROMP observation2, and two additional variables were added to capture 
the time since the start of the learning session and the position within the sequences (0 
to 60 seconds). This preprocessing method allowed us to create sequences of equal 
length for each variable, which allows straightforward application of sequential neural 
network models such as recurrent neural networks. 

                                                            
2 A 20-second clip was also tested for the deep learning models, but it did not work as well as the 

60-second clips. 
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Deep Learning Model Types. We considered five different common types of neural 
network models: fully-connected, recurrent neural network (RNN), long-short term 
memory (LSTM), gated recurrent unit (GRU), and 1-dimensional temporal convolution 
(Conv). Fully-connected networks consist of layers of simple neurons that connect to 
every neuron in the previous layer, with no regard to ordering in the sequence. RNNs 
connect each step in the sequential data to the previous step, thus reducing the number 
of parameters in the network and allowing the network to learn patterns over time. 
LSTM networks are a variety of RNN with more complex neurons that include memory 
cells that can remember elements of the sequence over a long period of time, to capture 
longer-term dependencies. GRUs are slightly simplified LSTMs that sacrifice some se-
quence-learning capabilities but require fewer parameters to be learned and thus may 
work well for smaller datasets. Finally, Conv networks learn filters that match se-
quences of a specific length (we used length 5). All of our models had an initial hidden 
layer with 10 neurons (of one of the five different types considered), followed by a 
fully-connected hidden layer of size 16, followed by an output fully-connected hidden 
layer of size 2. Exponential linear unit activation was applied after each fully-connected 
layer [25]. 

Hyperparameter Selection. Given the small labeled dataset available, a large, com-
plicated network is unlikely to fit well to the data. However, to explore this possibility 
we adjusted the size of the first hidden layer in increments of 5 neurons from 5 to 70 
neurons and added dropout after each layer [26]. We found no notable improvements, 
and thus continued experiments with no dropout and 10 neurons in the first hidden 
layer. 

4 Results 

4.1 Feature Engineering 

Performance of the best-performing detector using the feature engineering approach for 
each construct are shown in Table 1. Prediction models built using the basic features 
showed better cross-validated performance (A′ value) for the boredom and delight de-
tectors. This indicated that the count/frequency-based and time-based features were 
overall better predictors of these affective states than the frequency of action sequences 
or features that involve threshold fitting. On the other hand, detectors using a combina-
tion of feature sets performed better in predicting confusion, engaged concentration, 
frustration, and off-task behavior. 

Overall, all the resulting machine-learned models for these constructs performed bet-
ter than chance (mean A′ = 0.634), with the detectors for boredom (A′ = 0.682) and off-
task behavior (A′ = 0.725) yielding better cross-validated performance than detectors 
for the other constructs. The performance of these detectors was mildly lower than pre-
viously published models of affect in other learning environments [3, 5, 27], and mod-
erately lower than past models of off-task behavior [5]. 
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Table 1. Cross-validated performance of affect and behavior detector using feature engineering 
and deep learning.  

Affect/Behavior 
Feature Engineering Deep Learning 

Feature Set Classifier A′ Model A′ 

Boredom Basic 
Logistic  

regression 
0.682 GRU 0.672 

Confusion All 
Logistic 

regression 
0.568 GRU 0.566 

Delight Basic Step regression 0.570 GRU 0.649 

Engaged Concentration All 
Logistic  

regression 
0.624 GRU 0.619 

Frustration All 
Logistic  

regression 
0.634 GRU 0.572 

Off-Task Behavior 
Basic +  

Sequence 

Logistic  

regression 
0.725 LSTM 0.761 

Average   0.634  0.640 

 
 

Examination of the features selected in each affect and behavior detector indicated 
that the features that were predictive of each state were similar in nature and could be 
grouped into the following categories: 

 Frequency of causal map construction or causal map annotation actions (e.g., 
frequency of deleting entity; frequency of deleting causal link; frequency of 
marking a causal link correct action) 

 Status of causal map (e.g., ratio of the number of concepts remaining in map 
and the number of causal links remaining in map) 

 Note-taking behaviors (e.g., frequency of editing note, frequency of viewing 
notes) 

 Evaluation behaviors (e.g., duration of viewing explanation) 
 Resource access behaviors (e.g., duration of viewing science book) 
 Conversation request (e.g., number of times requesting a conversation with 

mentor) 
 Threshold features (e.g., number of long pauses after taking quiz; number of 

long pauses after viewing graded explanation from Betty) 
 Sequence features (e.g., frequency of sequence read resource  read re-

source  read resource; frequency of sequence read resource  read re-
source  add concept) 

 Other (e.g., percent of ineffective actions) 
These results indicated that the frequency and duration of relevant actions, especially 

those that were key to the environment, such as map building, resource accessing, note-
taking, requesting conversation, and monitoring and evaluating maps, and the sequence 
of these actions, are meaningful in predicting affective states and behaviors in Betty’s 
Brain. 



10 

4.2 Deep Learning 

Several notable patterns of results of the deep learning approach can be seen in Table 
1. GRU networks were, on average, the most accurate type across the different detection 
tasks (mean A′ = 0.637). LSTMs were the next most accurate (mean A′ = 0.623), 
demonstrating the efficacy of the simplified structure of GRUs in the current dataset 
with relatively few instances for deep learning applications — though this pattern was 
reversed in [15]. The fully-connected network structure was the least accurate (mean 
A′ = 0.577), which is unsurprising given that the fully-connected network does not lev-
erage the sequential nature of the data. 

Additionally, there were large differences in the accuracy of neural networks for 
different detection tasks. Confusion and frustration were particularly difficult to detect 
(A′ = 0.566 and 0.572 respectively), while boredom was much more effectively de-
tected (A′ = 0.672). Off-task behavior was most accurately detected (A′ = 0.761), indi-
cating that there are clear connections between students’ behaviors in Betty’s Brain and 
the BROMP observations of off-task behavior. 

Overall, the deep learning models achieved similar or better A′ compared to the fea-
ture engineered models for every construct except for frustration, averaging 0.006 
higher A′. 

5 Discussion 

The past few years have seen a surge of interest and attention in deep learning [14]. 
Despite its wide application in other domains such as image classification and natural 
language processing [14, 19, 28], deep learning is still an emerging area in the field of 
education with limited studies comparing its predictive power to that of the traditional 
feature engineering approach. To address this issue, we built predictive models of stu-
dents’ affective states and off-task behavior as they learned science in an open-ended 
learning environment called Betty’s Brain, using both the traditional feature engineer-
ing approach and the deep learning approach. Our findings show the advantages and 
disadvantages of each approach. 

5.1 Main Findings 

In general, the two approaches yielded similar levels of accuracy, with the detectors 
using the deep learning approach showing similar or higher A′ (for all but the frustration 
detector) while the A′ for the frustration detector using the feature engineering approach 
was higher. These results indicated that the detectors using a deep learning approach 
were more accurate in distinguishing whether a student was displaying delight/off-task 
or not across a wide range of decision thresholds (therefore achieving higher A′ for 
these detectors). This should be taken into consideration when selecting final models. 
For instance, the deep learning model for delight/off-task would be preferable if we 
want to integrate a detector with a tunable threshold or multiple thresholds, but the 
feature engineered detector would be preferable for frustration.. 
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Another key result, as illustrated by the confusion models, is that deep neural net-
works are not a panacea. Features engineered to capture confusion were not effective 
at much above chance levels, and deep neural networks were not able to capture key 
details researchers may have missed when engineering features. It is possible that stu-
dents simply do not interact with Betty’s Brain in ways that distinguish confusion from 
other affective states. 

Overall, these affect detectors showed relatively lower performance than those con-
structed in other learning environments such as Cognitive Tutor [3]. This may be due 
to the open-ended nature of the environment. In many computerized learning systems, 
student actions are more restricted and each action can be either correct or incorrect 
based on the answer. In Betty’s Brain, however, there is no single correct path. In order 
to succeed in the environment, students can execute many possible paths, and they have 
the freedom to decide their own actions at any time. This might make it difficult to 
create features that capture attributes of the student’s learning, which could help iden-
tify affective states and behaviors. 

In comparing the two modeling approaches to each other, a key advantage of deep 
neural networks is their capability to automatically derive meaningful features from 
raw interaction data. Indeed, this is the core capability that has driven advances in deep 
learning models, and what distinguishes them from shallow neural networks. However, 
it is also arguable that time saved by this advantage is lost due to time spent refining 
the structure of neural networks, which is also an open-ended, time-consuming task for 
any new domain. As such, further research is needed to quantify this tradeoff. 

On the other hand, the traditional feature engineering approach has its own strengths. 
The resulting models using feature engineering, particularly simple models such as lo-
gistic regression, are more interpretable from a psychological and educational perspec-
tive because they provide meaningful information on which features are more strongly 
associated with each affective and behavioral construct of student engagement. Con-
versely, deep learning models are typically more complex and the model parameters 
are difficult to analyze and interpret. 

5.2 Limitations and Future Work 

In this study, the affect and behavior detectors were built for sixth-grade students in an 
urban public school as they learned topics from the subject matter of science in Betty’s 
Brain. Sample size was limited due to the difficulties of observing affect and behaviors 
in class; researchers using expert labels to build detectors of student affect and behavior 
are unlikely to ever reach the millions of instances frequently employed in other deep 
learning domains. Thus, results should not be considered a reflection on the potential 
of deep learning in general but do suggest that it is unlikely to provide breakthroughs 
for student modeling applications where data is naturally limited. 

Future research should explore the generalizability of our findings. For example, 
recent work indicated that affect detectors might not generalize well to new populations 
such as rural school students [29], and that deep learning models for affect and behavior 
detection were less effective in rural settings [20]. As such, it is especially meaningful 
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to implement both approaches for different populations and test whether our compari-
son results generalize to other student populations, including rural and suburban stu-
dents. Furthermore, will these results transfer to other contexts (e.g., other types of 
computer-based learning environments outside the domain of science)? Will the level 
of accuracy be comparable when we apply the two approaches to predict other con-
structs beyond affect detection? 

Our findings have implications for the implementation of affect/behavior detectors 
to trigger interventions and observations in the open-ended learning environment. The 
advantages and disadvantages of each method should be considered in order to make 
decisions on which approach to pursue to detect affect/behavior with higher confidence 
in real time and to drive interventions. If the data set size is much larger than seen here, 
deep neural networks may provide the best results, but for our current data set size the 
choice of method appears to be based on the construct.  
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