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Abstract. Test anxiety significantly impacts students’ academic perfor-
mance and mental health, with complex interactions influenced by be-
havioral and demographic factors. This study examines the relationship
between metacognitive self-regulation (MSR) behaviors and test anx-
iety across demographic groups, explores trade-off between predictive
accuracy and fairness in test anxiety prediction models, and investigates
how intersecting demographic attributes shape biases. The findings show
that specific MSR behaviors, such as classroom distraction and frequent
adaptation of study methods, are strongly correlated with test anxiety,
highlighting key areas for targeted interventions. Demographic dispari-
ties are evident, with females experiencing higher levels of test anxiety
and White students reporting more classroom distractions. A trade-off
between predictive accuracy and fairness is observed, with highly accu-
rate models not always performing well in terms of fairness, emphasizing
the need for balanced model selection. Additionally, the study challenges
traditional additive assumptions about fairness, finding that the intersec-
tion of demographic attributes produces unexpected compounded effects,
such as compounded advantages for Non-White Migrants and mixed out-
comes for White Females. We offer insights for designing accurate and
equitable predictive models for test anxiety.

Keywords: Intersectional Fairness · Alogrithmic Bias · Test Anxiety.

1 Introduction
Test anxiety is a widespread challenge for students, with well-documented effects
on academic performance and mental health [4,45,39]. It disrupts cognitive func-
tioning, reduces focus, and contributes to cycles of stress and underachievement
[7,8]. Among many factors, metacognitive self-regulation (MSR)—the ability to
plan, monitor, and adapt learning strategies—has been strongly linked to test
anxiety [8]. However, this relationship is not straightforward. Demographic fac-
tors such as race, sex, and migration status may influence how students expe-
rience test anxiety and engage in MSR behaviors. For instance, some studies
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show that female students, despite employing MSR strategies more frequently,
still report higher levels of test anxiety than their male counterparts [39,8]. Un-
derstanding these variations is crucial for addressing disparities and designing
interventions that are equitable and effective [30].

In recent years, predictive modeling plays a key role in identifying students at
risk of test anxiety by analyzing behavioral, cognitive, and demographic data for
early intervention [12]. By leveraging these insights, educators and researchers
aim to target support toward students most in need. However, the implementa-
tion of predictive models raises important questions about fairness. Predictive
systems that perform differently across demographic groups may unintention-
ally exacerbate inequalities rather than reduce them [2,16,32,15]. For example,
if a model underestimates the risk of test anxiety for certain groups—such as
Non-White students or Female Migrants—it could result in inadequate support
for these populations [2,32]. While fairness in predictive modeling has received
attention in educational research, many studies focus on individual demographic
attributes, such as race or sex, without considering the compounded effects of
intersecting identities [44,32]. For instance, being both a female and a migrant
may create unique vulnerabilities that are not captured by single-attribute fair-
ness evaluations [11]. Furthermore, fairness is often treated as separate from
model performance, leaving the trade-off between predictive accuracy and fair-
ness largely under-explored [19,43,48]. Note: In this paper, predictive accuracy
refers to a model’s performance evaluated using one or more metrics such as
precision and accuracy. In contrast, the accuracy metric specifically denotes the
ratio of correct predictions to the total number of predictions. Investigating the
trade-off between predictive accuracy and fairness is crucial in test anxiety pre-
diction, as it affects the system’s utility for vulnerable groups [24].

Despite the progress made in understanding test anxiety and the use of pre-
dictive modeling in education, significant gaps remain. The relationship between
MSR behaviors and test anxiety, particularly across demographic groups, is not
well understood. Additionally, fairness considerations in predictive models for
test anxiety require more attention, especially in balancing the trade-off between
predictive accuracy and fairness. Lastly, evaluations of fairness must move be-
yond isolated attributes to address how intersecting demographic factors shape
outcomes. To address these challenges, this study explores the following research
questions (RQs):
RQ1a: What is the relationship between MSR behaviors and test anxiety?
RQ1b: How do MSR behaviors and test anxiety differ across demographic
groups such as race, sex, and migrant status?
RQ2: Are the most predictively accurate models for test anxiety prediction also
the most fair, or do trade-off exist between predictive accuracy and fairness?
RQ3: How does the intersection of demographic attributes compound or miti-
gate biases in predictive models for test anxiety?

We address the RQs by first using Spearman’s rank correlation and Mann-
Whitney U tests to examine links between demographics, MSR behaviors, and
test anxiety. Next, we train and evaluate five predictive models using four accu-
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racy metrics and assess fairness across sex, migrant status, and race. Finally, we
analyze the impact of intersecting demographics on fairness using a novel diag-
nostic metric. Our contributions are threefold: (1) we introduce the Residual
Fairness Gap (RFG), a metric for assessing intersectional fairness in predictive
models; (2) we demonstrate the trade-off between predictive accuracy and fair-
ness, emphasizing the importance of informed model selection; and (3) we show
that the combined effects of intersecting demographic attributes are often com-
plex, going beyond simple additive assumptions.

2 Related Works
2.1 MSR and Test Anxiety
The relationship between test anxiety and MSR is a topic of ongoing discussion
in educational research. Test anxiety, known for disrupting cognitive processes
and negatively impacting academic performance, has been studied extensively
[7,8,29]. On the other hand, MSR is often associated with better academic out-
comes, though its connection to test anxiety is less clear-cut [36,27]. Some re-
search suggests that students who actively engage in MSR tend to experience
lower levels of test anxiety, likely due to feeling more prepared and in control of
their learning [40]. However, not all findings align with this view. In some cases,
frequent use of MSR strategies has been linked to heightened stress, especially
among students who are acutely aware of their academic challenges or feel exter-
nal pressure to succeed [22]. Demographics further complicate this relationship
[39,8]. Female students, for example, often report higher levels of test anxiety
than males, even though they tend to use MSR strategies more effectively [23].
Despite these insights, the literature remains inconclusive on how generalizable
these patterns are across different populations. This study aims to contribute to
this ongoing debate.

2.2 Predictive Modeling of Anxiety Disorders
Machine learning has become a valuable tool for identifying individuals at risk of
of various anxiety disorders, enabling early and targeted interventions [12,42,1].
For example, Almadhor et al. [1] trained several models to predict anxiety levels,
finding that Random Forest achieved the highest predictive accuracy. Similarly,
Priya et al. [42] also applied machine learning to anxiety prediction, demon-
strating strong performance in identifying negative cases. While these studies
showcase the potential of predictive modeling, they tend to prioritize accuracy
over fairness. Little attention is paid to whether predictions work consistently
across diverse demographic groups, highlighting the need for research that con-
siders both predictive accuracy and fairness to ensure that these tools serve all
students effectively.

2.3 Fairness of Predictive Models in Education
Fairness in predictive modeling is an important issue in education [19,43,32,14].
Research shows that models optimized for accuracy may often perform worse
for underrepresented groups [32,2,19]. Nonetheless there is a lack of consensus
on the trade-off between fairness and predictive accuracy predictive even in the
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general fair machine learning community [37]. Certain studies show that fairness
and predictive accuracy can co-exist without a strict trade-off [19,20]. However,
there are other studies that show that optimizing for fairness comes at cost
to predictive accuracy [16,37,48]. These conflicting findings emphasize the need
for further exploration, particularly in educational contexts where fairness is as
important as predictive accuracy.

Furthermore, fairness evaluations in educational predictive models often ne-
glect intersectionality [44,20,32]. To the best of our knowledge, only Gardner et
al. [20] and Zambrano et al. [47] evaluate the fairness of predictive models in
education along the intersection of multiple demographic attributes using the
metric called AUC Gap. The AUC Gap performs well in highlighting intersec-
tional subgroup disparity but it does not explicitly show whether there is a com-
pounded (dis)advantage for a particular subgroup or not. The Residual Fairness
Gap which we propose in Section 3.3, pinpoints intersectional subgroups with
compounded (dis)advantages.

3 Methods
3.1 Data
We used survey data from the Motivated Strategies for Learning Questionnaire
(MSLQ) [41], consisting of 81 items (i.e., survey questions) grouped into 15 sub-
scales, collected over an 8-week period (April–June 2024) via Prolific with 672
consenting participants. Responses were rated on a 7-point Likert scale. Demo-
graphic data included race (54% White, 46% Non-White), migrant status (16%
Migrants, 84% Non-Migrants), and sex (50.35% Male, 49.08% Female). In this
study, we define migrants as individuals living in a country other than their
birth country. For statistical power, race was categorized as White vs. Non-
White, and sex analysis excluded the <1% who selected “Prefer not to say”.
This study focuses on the self-reported Metacognitive Self-Regulation (MSR)
and Test Anxiety (TA) subscales from the MSLQ, comprising twelve and five
items respectively. The survey items have been rephrased for brevity, and we
will use their aliases throughout this study (e.g., “During class time I often
miss important points because I’m thinking of other things” is rephrased as
distracted_during_class). See the supplementary sheet for the complete list
here.
Latent Test Anxiety Score Derivation: To represent test anxiety, we cre-
ated a composite score from the five TA items. Internal consistency was verified
with Cronbach’s Alpha (α = 0.80) and McDonald’s Omega (ω = 0.81), indi-
cating strong reliability. Using exploratory factor analysis (EFA), we generated
the composite score, confirming suitability with a Kaiser-Meyer-Olkin (KMO)
test score of 0.80. The factor loadings (FLs) showed varying correlations of the
five TA items with test anxiety, with fear_of_failure (FL= 0.81) being the
most correlated. The factor scores were normalized between 0 and 1 to reflect
increasing test anxiety.

https://anonymous.4open.science/r/AIED-25-12F5
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3.2 Analyzing MSR, Test Anxiety, and Demographics
To investigate the relationship between test anxiety, metacognitive self-regulation,
and student demographics, we conducted two statistical analyses. Firstly, we
used Spearman’s rank correlation to analyze the relationship between twelve
MSR behaviors and test anxiety. Despite some MSR features showing zero or
near-zero correlation with test anxiety (e.g., assess_concept_mastery, ρ =
0.00), permutation importance (PMI) revealed that even these features could
have predictive utility as shown in Table 2. Secondly, we used the Mann-Whitney
U test to examine how race, sex, and migrant status affect test anxiety and MSR
behaviors, calculating Cliff’s Delta (δ) to measure effect size and direction.

3.3 Predicting Test Anxiety
Predictive Models: To predict test anxiety, we selected five machine learning
(ML) models commonly used in classification tasks in education: Support Vec-
tor Machine (SVM), Random Forest (RF), Logistic Regression (LR), XGBoost
(XGB), and Multilayer Perceptron (MLP) [25,28,12,?]. These models have been
effectively applied in similar contexts, such as predicting anxiety disorders and
related mental health conditions [42,1].
Predictive Accuracy and Fairness Metrics: To evaluate the predictive ac-
curacy of our models for identifying test anxiety, we used commonly applied
metrics in machine learning—accuracy, F1 score, area under the receiver operat-
ing characteristic curve (AUC-ROC), and area under the precision-recall curve
(AUC-PR) [19,43,32]. These metrics provide a comprehensive view, addressing
the nuances of predicting test anxiety, where missing true cases or over-predicting
can have serious consequences [5]. To assess fairness, we compared these metrics
across demographic groups following established conventions [32,43,2], examin-
ing consistency and potential biases. Disparities in metrics between groups would
indicate unfair outcomes, as the model may work better for some groups than
others. Additionally, we investigate fairness along intersectional subgroups using
our proposed metric
Proposed Metric-Residual Fairness Gap (RFG): RFG compares the ac-
tual predictive accuracy of an intersectional subgroup to the “expected” predictive
accuracy of that subgroup, where the “expected” predictive accuracy is the over-
all average of the marginal predictive accuracies of its constituent groups. This
approach reveals whether the intersection of demographic attributes introduces
compounded effects—either positive or negative—on subgroup predictive accu-
racy. Given multiple sensitive attributes A,B, . . . ,K, where a, b, etc., represent
specific groups (e.g., a could represent “female” in sex and b could represent
“Black” in race), RFG is defined as follows:
RFGa,b,...,k = Metrica,b,...,k − Metrica+Metricb+···+Metrick

n . Where: Metric repre-
sents any predictive accuracy metric, such as precision or F1-score. Metrica,b,...,k
is the actual predictive accuracy of the intersectional subgroup (e.g., Black
females) w.r.t the chosen metric, while Metrica,Metricb, . . . ,Metrick are the
marginal predictive accuracy scores of constituent groups w.r.t the chosen met-
ric, and n is the number of sensitive attributes. The RFG score evaluates whether
the intersectional subgroup performs better (RFG > 0, compounded advantage),
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Table 1: Ground truth distribution showing the prevalence (or base rates) of test
anxiety at different thresholds (τ = 0.4, τ = 0.5, and τ = 0.6) across the overall
population and different demographic groups in the dataset.

Migrant Status Race Sex

Overall Migrant Non-Migrant White Non-White Male Female

Total Sample 672 107 565 363 309 338 334

Thresholds
τ = 0.4 75.3% 80.4% 74.3% 75.8% 74.8% 74.6% 76.0%
τ = 0.5 62.9% 69.2% 61.8% 65.0% 60.5% 60.9% 65.0%
τ = 0.6 47.0% 50.5% 46.4% 49.0% 44.7% 45.3% 48.8%

worse (RFG < 0, compounded disadvantage), or as “expected” (RFG = 0, no
compounded effects) relative to the overall average of its marginal groups.
Model Training and Evaluation: We built the test anxiety prediction mod-
els using the demographic variables and the metacognitive self-regulation items
as input features, with binarized test anxiety scores as the target. Three bina-
rization thresholds—0.4, 0.5, and 0.6—were used: 0.4 assumed false negatives
to be costlier, 0.5 followed standard practice in classification, and 0.6 was de-
rived from an ad-hoc ROC analysis for optimal sensitivity-specificity balance.
We found that 0.4 overestimated test anxiety prevalence, while 0.6 underesti-
mated it. This led us to choose 0.5 as the most balanced option as per Table
1. Nonetheless, we trained and tested all models using each threshold. In this
paper, we will focus on 0.5 threshold, however, results for 0.4 and 0.6 thresholds
are included in the supplementary materials for reference here.

The five models were trained as follows. We split the dataset into an 80%
training set and a 20% test set, using stratification to maintain the distribution of
test anxiety. We determined optimal hyper-parameters through grid search with
5-fold cross-validation. After training, we evaluated the models on the test set by
performing bootstrap sampling for 100 times to ensure robustness [18], ensuring
that each bootstrap iteration contained the same number of observations as
the original test set. For each iteration, we calculated the predictive accuracy
and fairness metrics, then we averaged the results and calculated their standard
deviations.

We assessed predictive accuracy using accuracy, F1 score, AUC-ROC, and
AUC-PR. We evaluated fairness by computing differences in predictive accu-
racy across demographic groups and tested their significance using independent
samples t-tests. Finally, to capture the compounded effect of bias across inter-
sectional subgroups, we applied the RFG metric to bootstrap-averaged results
for pairwise intersectional subgroups.

4 Results Discussion
4.1 RQ1: Dynamics of MSR, Test Anxiety, and Demographics
Recall that RQ1 explores the link between MSR, test anxiety, and their variation
by demographics. As shown in Table 2, interestingly, we observed that out of

https://anonymous.4open.science/r/AIED-25-12F5
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Table 2: Spearman’s rank correlation (ρ) between MSR features and test anxiety
(TA), with PMI (permutation importance). Asterisks denote significance: * p <
0.05, ** p < 0.01, *** p < 0.001 and is consistent throughout this study.

MSR ρ PMI

distracted_during_class 0.45*** 0.78
formulate_guiding_questions 0.03 0.16
clarify_confusing_content 0.00 0.08
adjust_reading_strategy -0.03 0.09
preview_course_material -0.00 0.11
self_check_understanding -0.01 0.12
adapt_study_methods 0.34*** 0.35
mindless_class_reading 0.04 0.10
identify_learning_objectives 0.07 0.11
assess_concept_mastery -0.00 0.11
set_study_goals -0.05 0.11
review_unclear_notes -0.01 0.07

the twelve MSR behaviors, only two—distracted_during_class (ρ = 0.45)
and adapt_study_methods (ρ = 0.34)—are significantly (p < 0.001) correlated
with test anxiety. However, it is not surprising to find that distraction during
class was the most correlated MSR behaviour with test anxiety. We speculate
that this could be due to the fact that students who are distracted during class
may have missed important points that are crucial to understanding the study
material, for example, due to mind wandering [17], thus feeling unprepared and
anxious before tests [4]. Another interesting finding was that adapting study
methods to fit course requirements or an instructor’s teaching style may not al-
ways reduce test anxiety, as previously found in studies such as [45]. Rather, we
found that students who adapt their study methods may sometimes have high
test anxiety. A probable reason for this could be that the increased pressure to
adapt study methods or the frequency at which students keep changing study
methods could destabilize their study routines [38]. This aligns with other re-
search suggesting that frequent cognitive adjustments, especially when tied to
metacognitive strategies, can increase test anxiety by adding to the mental load
and making it harder for students to regulate their emotions effectively [21,22].

Across all demographic groups that we considered, i.e., race, sex, and mi-
grant status, it was only in terms of sex that we observed significant difference
in test anxiety. For instance, as shown in Table 3, the probability of a female
reporting higher test anxiety was 10 percentage points greater than that of a
male (approximately 55% vs. 45%). There are several existing studies that cor-
roborates to this finding [39]. Focusing on the MSR behaviours that we found
to be significantly correlated with test anxiety, i.e., distracted_during_class
and adapt_study_methods, we did not find any significant difference across the
various demographic groups except race. Specifically, we found that the White
students are 15% more likely to be distracted during class compared to their
Non-White counterparts. We conjecture that cultural differences can influence
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Table 3: Mann-Whitney U test results for TA and MSR behaviours by Race (W:
White, NW: Non-White), Sex (M: Male, F: Female), and Migrant Status (M:
Migrant, NM: Non-Migrant). δ represents Cliff’s delta.

Variable Race Sex Migrant Status

δ Higher δ Higher δ Higher

Test Anxiety (TA) 0.03 W -0.1* F -0.09 M
adapt_study_methods 0.04 W -0.07 F 0.01 NM
adjust_reading_strategy -0.21*** NW -0.05 F -0.02 M
assess_concept_mastery -0.17*** NW -0.11* F -0.07 M
clarify_confusing_content -0.21*** NW -0.13** F -0.03 M
distracted_during_class 0.15*** W 0.04 M -0.07 M
formulate_guiding_questions -0.29*** NW -0.06 F 0.02 NM
identify_learning_objectives -0.21*** NW -0.11** F 0.01 NM
mindless_class_reading -0.19*** NW 0.03 M -0.04 M
preview_course_material -0.2*** NW -0.1* F 0.01 NM
review_unclear_notes -0.18*** NW -0.04 F 0.11 NM
self_check_understanding -0.19*** NW -0.08 F 0.05 NM
set_study_goals -0.14** NW -0.16*** F 0.01 NM

Table 4: Average Predictive Accuracy of all models. The values are the the av-
erage ± standard deviation. Boldened and red scores are the highest and least
overall averages respectively

Model AUC-ROC AUC-PR Accuracy F1 Score Overall Average

LR 0.66 ± 0.05 0.76 ± 0.05 0.67 ± 0.04 0.75 ± 0.03 0.71 ± 0.04
MLP 0.54 ± 0.05 0.67 ± 0.05 0.61 ± 0.04 0.71 ± 0.03 0.63 ± 0.04
RF 0.66 ± 0.05 0.75 ± 0.05 0.69 ± 0.04 0.79 ± 0.03 0.72 ± 0.04
SVM 0.66 ± 0.05 0.75 ± 0.05 0.66 ± 0.04 0.75 ± 0.03 0.7 ± 0.05
XGB 0.60 ± 0.05 0.72 ± 0.05 0.64 ± 0.04 0.76 ± 0.03 0.68 ± 0.04

how students report being distracted. For example, White students might be
more open about mentioning (even) minor distractions, while Non-White stu-
dents, who are aware of biases and stereotypes [13,34], might downplay their
distractions [46,26]. This is in line with studies showing that sociocultural norms
affect emotional self-awareness and self-assessment [26]. Further future studies
are needed to investigate this finding in detail.

4.2 RQ2: Trade-off Between Predictive Accuracy and Fairness
RQ2 examines whether the most accurate models for predicting test anxiety are
also the fairest or involve trade-off. Firstly, in terms of predictive accuracy, no
model consistently outperformed others across all metrics as shown in Table 4.
However, averaging across metrics, the RF model performed best, while the deep
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learning model (i.e., MLP) performed worst—contrary to prior studies where
deep learning models excel [43]. This may be due to our dataset size, as neural
networks often underperform on smaller datasets [6]. Nonetheless, similar to our
results, several related studies have often found RF to outperform other models
whenever such comparative analysis are done [28,35,9].

Table 5: Predictive accuracy disparities favor historically advantaged groups
(Whites, Males, Non-Migrants) with negative values, and disadvantaged groups
(Non-Whites, Females, Migrants) with positive values [2,32].

Model AUC-PR AUC-ROC Accuracy F1 Score

Race

LR 0.02 ± 0.07 * 0.05 ± 0.08 *** -0.07 ± 0.06 *** -0.08 ± 0.06 ***
MLP 0.06 ± 0.08 *** 0.13 ± 0.08 *** 0.02 ± 0.06 ** -0.01 ± 0.06
RF 0.12 ± 0.06 *** 0.17 ± 0.07 *** -0.02 ± 0.06 -0.02 ± 0.04 **

SVM 0.09 ± 0.07 *** 0.11 ± 0.08 *** -0.06 ± 0.06 *** -0.07 ± 0.06 ***
XGB 0.02 ± 0.08 0.08 ± 0.08 *** 0.03 ± 0.06 ** 0.0 ± 0.06

Sex

LR -0.02 ± 0.07 -0.12 ± 0.07 *** -0.17 ± 0.06 *** -0.13 ± 0.05 ***
MLP -0.09 ± 0.07 *** -0.16 ± 0.08 *** -0.11 ± 0.06 *** -0.08 ± 0.06 ***
RF -0.03 ± 0.07 ** -0.1 ± 0.08 *** 0.0 ± 0.06 0.01 ± 0.04 *

SVM -0.06 ± 0.08 *** -0.17 ± 0.08 *** -0.14 ± 0.06 *** -0.1 ± 0.06 ***
XGB -0.05 ± 0.06 *** -0.15 ± 0.07 *** 0.03 ± 0.06 *** 0.04 ± 0.05 ***

MS

LR 0.05 ± 0.08 *** -0.05 ± 0.1 ** 0.02 ± 0.08 0.03 ± 0.07 ***
MLP 0.04 ± 0.1 ** -0.11 ± 0.11 *** -0.03 ± 0.08 * 0.0 ± 0.08
RF 0.11 ± 0.08 *** 0.01 ± 0.1 0.0 ± 0.08 0.01 ± 0.06

SVM 0.1 ± 0.08 *** 0.02 ± 0.1 0.04 ± 0.08 ** 0.04 ± 0.07 ***
XGB 0.06 ± 0.09 *** -0.07 ± 0.1 *** 0.05 ± 0.08 *** 0.04 ± 0.06 ***

In terms of fairness, no model was consistently fair across all metrics and
demographics as shown in Table 5. For instance, in terms of race, the LR model
was less favorable to Whites by 2% (AUC-PR) and 5% (AUC-ROC) but more
favorable to the same Whites by 7% (accuracy) and 8% (F1-score), supporting
the fairness “impossibility theorem” which posits the mutual exclusivity of certain
metrics [3,10,33].

Fig. 1: Pareto frontier illustrating the trade-off between fairness and predictive
accuracy. Red and blue points mark optimal and suboptimal models respectively.
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We also observed a phenomenon that raises questions about how substan-
tial some apparent cases of bias are. Specifically, we found that some disparities
which we might be inclined to call bias are not statistically significant. For ex-
ample, consider the fairness of RF in terms of race in Table 5. We observed
that disparities in AUC-PR (0.12±0.06***), AUC-ROC(0.17 ± 0.07***) and
F1-score (-0.02 ± 0.04 **) are significant. However, the disparity in accuracy
(-0.02 ± 0.06) is not statistically significant. It is currently uncommon to use
statistical significance testing to assess bias (but see [19]). Some differences may
not be statistically significant, but that does not necessarily mean they are ir-
relevant. Better methods are needed to distinguish between disparities caused
by random noise and those reflecting real bias. Without better methods, we risk
missing real disparities or overreacting to random noise, which can lead to poor
decisions about fairness.

Moving on to the crux of RQ2, we look at the trade-off between overall fair-
ness and overall predictive accuracy across the three sensitive attributes:
race, sex, and migrant status. Overall predictive accuracy of each model is op-
erationalized as the mean predictive accuracy of that model across all evalu-
ation metrics. Overall fairness of each model is operationalized using the ab-
solute mean disparity in predictive accuracy between groups, normalized as
1 − |mean disparity|. Using absolute values ensured that positive and nega-
tive differences did not cancel each other out, allowing us to capture the extent
of unfairness regardless of its direction.

The results, as shown in Figure 1, highlight a clear trade-off between fair-
ness and predictive accuracy. RF consistently achieved the highest predictive
accuracy across all three attributes but did not always perform best in terms of
fairness. For example, in the race analysis, XGB achieved the highest fairness
but at the cost of slightly lower predictive accuracy. For sex and migrant sta-
tus, RF was the only model on the Pareto frontier, meaning it offered the best
balance between fairness and predictive accuracy, while other models like MLP
and SVM were suboptimal, underperforming in both desiderata. Models below
the frontier are less effective, as better-performing alternatives exist. Overall, the
findings indicate that the most accurate models are not necessarily the most fair.
Hence, improving fairness may often come at the expense of predictive accuracy.
This finding partially contradicts studies [19,43] that reported no strict trade-
off between predictive accuracy and fairness. However, numerous other studies,
including ours, demonstrate that such a trade-off does exist [31,16,37].

4.3 RQ3: Intersectional Bias in Test Anxiety Models
This RQ aims to explore the compounded effect of the intersection demographic
attributes. From the results in Table 6, we found that the intersection of demo-
graphic attributes can result in (1) compounded disadvantage, (2) compounded
advantage, or (3) indifference, albeit, mostly in unexpected ways. For instance,
let us focus on the RF model which we found to be the pareto optimal as per
RQ2. From Table 5, for each demographic attribute in isolation, we found that
the fairness of the RF model in terms of AUC-PR is: 0.12±0.06*** for race (ad-
vantage Non-Whites), -0.03±0.07** for sex (advantage Males), and 0.11±0.08***
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Table 6: RFG for metrics: PR (AUC-PR), ROC (AUC-ROC), Acc (Accu-
racy), and F1 (F1 Score). Column initials indicate demographic intersections:
NWM (Non-White Migrant), WM (White Migrant), NWNM (Non-White Non-
Migrant), WNM (White Non-Migrant), NWF (Non-White Female), NWM (Non-
White Male), WF (White Female), WM (White Male), FM (Female Migrant),
MM (Male Migrant), FNM (Female Non-Migrant), MNM (Male Non-Migrant).

Race-Migrant Status Race-Sex Sex-Migrant Status
NWM WM NWNM WNM NWF NWM WF WM FM MM FNM MNM

LR

PR 0.15 -0.05 -0.01 0.02 -0.01 0.04 -0.01 -0.00 -0.04 0.13 0.02 -0.00
ROC 0.18 -0.24 0.00 -0.01 -0.03 0.04 -0.12 0.00 -0.11 0.08 -0.01 0.02
Acc 0.07 -0.09 -0.02 0.01 -0.11 0.07 0.04 -0.01 0.04 0.03 -0.03 0.04
F1 0.06 -0.05 -0.03 0.02 -0.12 0.07 0.06 -0.02 0.02 0.04 -0.02 0.03

MLP

PR 0.13 -0.07 -0.00 0.03 -0.01 0.07 -0.02 -0.01 -0.01 0.13 0.01 0.02
ROC 0.07 -0.27 0.02 -0.02 -0.01 0.07 -0.16 -0.01 -0.05 0.04 -0.04 0.04
Acc 0.06 -0.17 -0.00 0.01 -0.06 0.07 -0.01 -0.02 -0.01 0.01 -0.03 0.03
F1 0.06 -0.15 -0.02 0.02 -0.08 0.06 0.02 -0.03 -0.04 0.04 -0.02 0.01

RF

PR 0.11 -0.03 0.01 -0.00 0.00 0.07 -0.01 -0.04 0.02 0.07 0.00 0.00
ROC 0.13 -0.23 0.02 -0.04 -0.04 0.09 -0.12 -0.06 -0.02 -0.03 -0.03 0.02
Acc 0.07 -0.08 -0.01 0.01 -0.07 0.05 0.09 -0.07 -0.03 0.06 0.01 -0.01
F1 0.05 -0.06 -0.02 0.01 -0.05 0.04 0.07 -0.05 -0.01 0.04 0.01 -0.01

SVM

PR 0.14 0.02 0.01 -0.02 -0.02 0.08 -0.04 -0.02 0.08 0.04 -0.02 0.02
ROC 0.15 -0.11 0.01 -0.04 -0.05 0.09 -0.15 -0.03 0.06 -0.09 -0.05 0.05
Acc 0.08 -0.08 -0.03 0.02 -0.07 0.04 0.02 0.01 0.04 0.05 -0.03 0.03
F1 0.07 -0.04 -0.03 0.03 -0.09 0.04 0.04 -0.00 0.02 0.05 -0.02 0.02

XGB

PR 0.16 -0.13 -0.02 0.04 -0.02 0.06 0.03 -0.02 0.01 0.13 0.03 -0.00
ROC 0.15 -0.36 -0.00 -0.01 -0.02 0.05 -0.10 0.01 -0.04 0.07 -0.02 0.03
Acc 0.06 -0.05 -0.01 -0.00 -0.00 0.02 0.02 -0.03 0.10 -0.01 0.00 -0.00
F1 0.05 -0.04 -0.02 0.01 -0.01 0.02 0.02 -0.03 0.06 0.01 0.01 -0.01

for migrant status (advantage migrants). With this in mind, one might expect the
RF to have compounded advantage for Non-White Males, Non-White Migrants,
and Male Migrants, for example. Similarly, one might expect compounded dis-
advantage for White Females, White Non-Migrants, and Female Non-Migrants.
Our results in Table 6 sometimes agree with this hypothesis and at other times,
disagree. For example, we observed that being Non-White Migrant resulted in a
11% improvement in predictive accuracy in terms of AUC-PR as compared to
the average of the marginal AUC-PRs for Non-Whites and Migrants in isolation.
In fact, across all models and all metrics, we observed a compounded advantage
for Non-White Migrants. On the reverse, we expected compounded disadvantage
for White Females. Truly, we observed a decline in predictive accuracy for White
Females in terms of AUC-PR although it was a mealsy 1% decline. Yet, in terms
of some other metrics such AUC-ROC for the same RF model, we observed
as high as a 12% decline in AUC-ROC for White Females relative the average
of the marginal AUC-ROCs for Whites and Females in isolation. Nonetheless,
we observed instances where there was actually an “unexpected” improvement
in predictive accuracy for White Females for the same RF model in terms of
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accuracy (9%) and F1-Score (7%). Overall, our results suggest that the combi-
nation of two supposed disadvantages as it were, may not necessarily result in
compounded disadvantage as prior research [11] suggests and vice versa.

5 Concluding Discussions and Implications
Demographic Inequities in Test Anxiety and the Need for Targeted Interventions:
Classroom distractions and inconsistent study methods have a significant nega-
tive impact on test anxiety. This is particularly concerning for White students,
who are more prone to distractions, and for females, who experience higher anxi-
ety levels compared to males. These patterns suggest potential inequities in how
test anxiety manifests across demographics, emphasizing the need for targeted
strategies to create focused learning environments and stabilize study routines.
Moreover, the disproportionate effects of distractions and anxiety among specific
groups imply that interventions should be tailored to address these demographic
differences, such as designing inclusive classroom practices and offering gender-
sensitive support programs.

Balancing Accuracy and Fairness in Predictive Models Through Thoughtful
and Rigorous Evaluation: The trade-off between accuracy and fairness means
that practitioners have to think carefully about what matters most for their
specific goals. Is predictive accuracy the priority? Is fairness more important?
Or is there a need to strike a balance between the two? For example, RF models
were the most accurate overall, but they were not always the fairest—especially
when looking at race, where XGB performed better in fairness but at a a cost to
predictive accuracy. Additionally, cases where disparities disappear after proper
statistical testing highlight the importance of validating (un)fairness with care.
Relying solely on raw differences can lead to unnecessary interventions that
fail to address real issues. However, even with statistical testing, current meth-
ods are not fully reliable, and improving them is essential to ensure reliable and
meaningful assessments of (un)fairness. Balancing accuracy and fairness requires
thoughtful, evidence-based decisions, supported by transparent and robust eval-
uation methods.

Rethinking Intersectional Bias: Beyond Additive Assumptions in Predictive
Fairness: Our findings indicate that the intersection of demographic attributes
does not always lead to predictable compounded effects, challenging the assump-
tion that combining disadvantages consistently exacerbates bias. This highlights
the importance of moving beyond simple additive assumptions about fairness
and adopting a more nuanced approach to understanding how intersectional
attributes interact in predictive models. The variation in compounded effects
further emphasizes the need for context-specific fairness evaluations, as the im-
pact of intersectionality often depends on the metric or model, making tailored
interventions essential to effectively addressing biases.
Limitation : We used binary demographic groupings due to the small dataset
to ensure statistical power, but this limits the detection of nuanced group dif-
ferences. Future work with a bigger dataset will enable finer categorization.
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